In this document, we provide additional implementation details (Section S.1), equations for learnable geometric constraints (Section S.2), details on confidence computation and evaluation (Section S.3), ablation studies evaluating architecture contributions (Section S.4), further quantitative evaluations (Section S.5), and additional qualitative comparisons and examples (Section S.6).

S.1. Implementation Details

During training and inference, we set the number of input views for fusion to \(N = 5\) and the number of depth planes to \(M = 8\) for input depth maps from all methods. For the DTU [1] dataset, we use the maximum output resolution of each method as the input for V-FUSE. Specifically, we use \(400 \times 296\) for MVSNet, \(1600 \times 1184\) for UCSNet, and \(1600 \times 1152\) for NP-CVP-MVSNet and GBi-Net. For training, we scale the input by a factor of \(0.5\), with the exception of MVSNet, for which we train at the full resolution. For Tanks & Temples [5], we use input resolutions of \(1920 \times 1056\) for UCSNet and \(1920 \times 1024\) for both NP-CVP-MVSNet and GBi-Net. As the minimum and maximum allowable search window radii, we use \(\psi_{\text{min}} = 0.005\) and \(\psi_{\text{max}} = 0.50\). The terms of the loss are weighed by \(\lambda_d = 0.5\), \(\lambda_c = 20.0\), and \(\lambda_r = 0.5\).

S.2. Hyper-parameters

We define two parameters used in the formulations of the geometric constraints. For support, we use \(\sigma_p\) to determine the sharpness of the support response boundary.

\[
\sigma_p = \gamma_{\sigma} \frac{(B_{p}^{\text{max}} - B_{p}^{\text{min}})}{M(b_{\text{max}} - b_{\text{min}})}
\]

(1)

Here, \(\gamma_{\sigma}\) is a learned hyper-parameter, \(B_{p}^{\text{min}}\) and \(B_{p}^{\text{max}}\) are the minimum and maximum depth bounds per pixel, \(M\) is the number of depth hypotheses, and \(b_{\text{min}}\) and \(b_{\text{max}}\) are the overall minimum and maximum depth bounds that are given as input for the current reference view. Lower values of \(\gamma_{\sigma}\) correspond to a tighter support window. Since this is a function of the per-pixel depth bounds, support adapts to the confidence at each pixel.

For occlusions and free-space violations, we use \(\lambda_{p}\) to determine the sharpness of the sigmoid response boundary.

\[
\lambda_{p} = \gamma_{\lambda} \frac{M(b_{\text{max}} - b_{\text{min}})}{(B_{p}^{\text{max}} - B_{p}^{\text{min}})}
\]

(2)

Here, \(\gamma_{\lambda}\) is a learned hyper-parameter. Lower values of \(\gamma_{\lambda}\) correspond to a softer sigmoid response boundary. Occlusions and free-space violations also adapt to the confidence at each pixel. See Figure S.1 for a visualization of the response boundary.
Figure S.2. Comparison between the input confidence maps with the fused confidence maps on scenes from the DTU benchmark using GBi-Net [6] (top), and UCSNet [2] (bottom) as input. (Darker pixel value corresponds to lower confidence.)

Table S.2. Ablation study evaluating the contribution from different aspects of the network architecture. [brute-force] indicates the network is trained using the entire search space (using 128 depth planes) without the SWE sub-network. [sup] and [fsv+occ] indicate that the network only utilizes the support channel, or only utilizes the free-space violation and occlusion channels, respectively.

S.3. Confidence Estimates

To evaluate the quality of confidence estimates, we report the area under the curve (AUC). The AUC is the area under the ROC curve, which maps the error rate for the depth map as a function of density based on the sorted confidence values [4]. We first sort the estimated depths according to confidence, and form the sparsification curve of MAE vs. depth map density by progressively dropping the least confident depths [4] to obtain depth maps of lower density, and presumably lower error. Small area under the sparsification curve indicates that confidence has been estimated well and can be used to rank depth estimates accurately.

The fused confidence maps are directly computed from the estimated search window radius. After we normalize the per-pixel window radii from 0 to 1, the confidence value at each pixel is \( C_p^f = 1 - R_p \). Intuitively, a larger estimated radius for a given pixel should indicate lower confidence in the final depth estimate. This relationship is also reflected and enforced in our loss function. To compare the quality of the confidence maps, we report the AUC for all methods in Table S.1. The output confidence values after fusion prove to be more reliable estimates of confidence. Qualitative confidence map results can be seen in Figure S.2.

S.4. Ablation Studies

We provide ablation studies evaluating the contributions of several aspects of the network architecture. In Table S.2, we evaluate the MAE isolating the SWE sub-network, as well as the different constraints. We show the contributions of using the brute-force search space approach, as well as the contributions of using only support and only occlusions and free-space violations. In Table S.3, we show the memory, run-time, and parameter difference between the brute-force approach and the SWE sub-network.

Most state-of-the-art Deep MVS architectures directly compute confidence estimates from the output probability volume of the network, using a small window around the estimated depth voxel. We explore using this method, incorporating the radius estimate from the SWE sub-network, as well as using only the radius to compute confidence. Specifically, following previous work in Deep MVS, we compute confidence maps from the output probability volume of the network by summing the probability values for the four sur-
Table S.6. Quantitative comparison of the 2D depth map errors on the validation set of BlendedMVS [10] benchmark. The best results are marked in bold. Without any fine-tuning, V-FUSE improves the inputs of GBi-Net [6] on all scenes in the validation set.

<table>
<thead>
<tr>
<th>Method</th>
<th>BlendedMVS [MAE↓]</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>scan106</td>
<td>scan107</td>
<td>scan108</td>
<td>scan109</td>
<td>scan110</td>
</tr>
<tr>
<td>GBi-Net [6]</td>
<td>0.319</td>
<td>1.661</td>
<td>0.006</td>
<td>0.027</td>
<td>0.017</td>
<td>0.025</td>
</tr>
<tr>
<td>+ V-FUSE</td>
<td><strong>0.288</strong></td>
<td><strong>1.539</strong></td>
<td><strong>0.001</strong></td>
<td><strong>0.015</strong></td>
<td><strong>0.011</strong></td>
<td><strong>0.010</strong></td>
</tr>
</tbody>
</table>

Figure S.3. Qualitative comparison on the DTU [1] dataset between NP-CVP-MVSNet [8] and V-FUSE. We compare the input and fused depth and error maps. Error maps are colored using a heat map (larger errors correspond to brighter colors).

Figure S.4. Qualitative examples comparing the input depth maps with the fused output depth maps from the BlendedMVS [10] dataset using GBi-Net [6] as input.

dence. Finally, we test using only the inverse radius value to compute our confidence. We evaluate these different methods of producing confidence maps in Table S.4. In all instances, the confidence maps produced by V-FUSE are better indications of depth estimate quality, and can be used to more effectively rank depth estimates.

S.5. Additional Quantitative Evaluations

We provide additional results on the BlendedMVS [10] dataset. We report the MAE on the validation set between the GBi-Net [6] input depth maps and the V-FUSE output fused depth maps. We used the pre-trained GBi-Net model trained on the BlendedMVS training set and tested V-FUSE using the model trained on DTU without any fine-tuning. The quantitative results are presented in Table S.6. We show significant improvements in all scenes. Qualitative results can be viewed in Figure S.4.

We also provide the Precision and Recall, alongside the
F-Score on the Tanks & Temples [5] intermediate test set, retrieved from the benchmark leaderboard. The Precision score is the percentage of points in the reconstructed point cloud that have a Chamfer distance to the closest point in the ground-truth point cloud below some threshold, ρ. The Recall score is the percentage of points in the ground-truth point cloud that have a Chamfer distance to the closest point in the reconstructed point cloud below the same threshold, ρ. The F-Score is then the harmonic mean of these two scores. Quantitative results can be found in Table S.5. We improve the Precision and F-Score using UCSNet as input, and improve the Recall using GBi-Net as input.

S.6. Additional Qualitative Results

We show additional qualitative results for all baselines. Figure S.3 shows a comparison of depth and error maps between NP-CVP-MVSNet [8] and V-FUSE on several scenes from the DTU [1] evaluation set. In Figure S.5, we provide a comparison between the final 3D reconstruction results of NeuralFusion [7] and V-FUSE. We only provide a qualitative comparison, as NeuralFusion does not provide any quantitative results on any of the datasets used in our experiments. Figure S.6 shows a comparison of depth and confidence maps between GBi-Net [6] and V-FUSE on several scenes from the DTU evaluation set. In Figure S.7 we can observe the depth maps comparison of scenes from the Tanks & Temples [5] dataset between GBi-Net [6] and V-FUSE. We provide depth map comparisons from several scenes of the validation set from BlendedMVS [10] using GBi-Net [6] as input in Figure S.8. We also show final reconstructions from the DTU and Tanks & Temples datasets in Figure S.9 and Figure S.10 respectively.
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Figure S.6. Qualitative comparison on the DTU dataset between GBi-Net and V-FUSE. We compare the input and fused depth and confidence maps. The improvements in surface boundary definition in the fused depth maps are also present in the fused confidence maps. We can observe much more detailed confidence maps, with more continuous changes in confidence values as opposed to very abrupt changes in the input confidence maps.

Figure S.7. Qualitative depth map comparison on the Tanks & Temples dataset between GBi-Net and V-FUSE.
Figure S.8. Qualitative examples comparing the input depth maps with the fused output depth maps from the BlendedMVS [10] dataset using GBi-Net as input.
Figure S.9. Output point clouds of V-FUSE from the DTU [1] dataset using NP-CVP-MVSNet [8] as input.