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We provide more details on the network architecture and more qualitative results for different datasets.

More details on the Network Architecture. The detailed network architecture is shown in Tab. 1. Our network contains 4 learnable parts: keypoints detector, twist predictor, skinning predictor, and refinement network. For the keypoints detector, we use a Pointnet [2] architecture with MLPs. The twist prediction network shares the same network architecture as the keypoints detector with the only difference in the output dimension. For the skinning weights predictor, we first calculate the Euclidean distance between each vertex and 24 detected keypoints as the pointwise feature ( 33 for animals). This point-wise feature is then concatenated with the original point 3D coordinates and fed into several 1D convolutional layers. The number of dimensions for the output is the number of bones, which equals to number of keypoints minus one. Finally, a softmax function is applied to make sure that the skinning weights for each vertex sum up to 1 . For the refinement network, we first extract features from the source and the coarse mesh using several 1D convolutional layers. We then use the ElaINResnetBlock [4] as the basic block to gradually update the features. Finally, one 1D convolutional layer is applied to predict the deformation for each vertex. The deformation is directly added to the coarse mesh to obtain the final refined mesh.

The Definition of the Keypoints, Bones, and Kinematic Tree. For SMPL-based datasets (NPT and FAUST), we use the joint defined in SMPL [3] as our keypoints, as shown in Fig. 1. For the Mixamo [1] Dataset, we select 24 joints which are semantically similar to SMPL joints. For the SMAL Dataset, we use officially defined 33 joints as keypoints. The bone centers are defined as the mid-points of any two connected joints. The kinematics tree is defined based on SMPL [3] and SMAL [5].


Figure 1. SMPL Joints definition, the figure is from SMPL [3].

More Qualitative Results We show more qualitative results on the NPT Dataset, FAUST Dataset, Mixamo Dataset and SMAL Dataset in Fig. 2, Fig. 3 Fig. 4 and Fig. 5 respectively. We can see that our model is able to transfer the pose successfully on both the template-based and non-template-based datasets.
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| Model | Input | Module | Operation | Outputs shape | Outputs index |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Keypoint detector | Source Point cloud | Feature extractor | Conv1D(3,64), Relu | B $\times 64 \times \mathrm{N}$ | (1) |
|  | (1) |  | Conv1D(64,128), Relu | B $\times 128 \times \mathrm{N}$ | (2) |
|  | (2) |  | Conv1D $(128,256)$ | B $\times 256 \times \mathrm{N}$ | (3) |
|  | (3) |  | Maxpooling | B $\times 256$ | (4) |
|  | (4) | MLP deformer | Linear(256,256), LeakyRelu | B $\times 256 \times \mathrm{N}$ | (5) |
|  | (5) |  | Linear(256,512), LeakyRelu | B $\times 256 \times \mathrm{N}$ | (6) |
|  | (6) |  | Linear(512,256), LeakyRelu | B $\times 256 \times \mathrm{N}$ | (7) |
|  | (7) |  | Linear(256,24 $\times 3$ ), Reshape(B $\times 3 \times 24$ ) | B $\times 3 \times 24$ | (8) |
| Twist predictor | Source Point cloud | Feature extractor | Conv1D(3,64), Relu | B $\times 64 \times \mathrm{N}$ | (9) |
|  | (9) |  | Conv1D(64,128), Relu | B $\times 128 \times \mathrm{N}$ | (10) |
|  | (10) |  | Conv1D $(128,256)$ | B $\times 256 \times \mathrm{N}$ | (11) |
|  | (11) |  | Maxpooling | B $\times 256$ | (12) |
|  | (12) | MLP deformer | Linear(256,256), LeakyRelu | B $\times 256 \times \mathrm{N}$ | (13) |
|  | (13) |  | Linear(256,512), LeakyRelu | B $\times 256 \times \mathrm{N}$ | (14) |
|  | (14) |  | Linear(512,256), LeakyRelu | B $\times 256 \times \mathrm{N}$ | (15) |
|  | (15) |  | Linear(256,23) | B $\times 23$ | (16) |
| Skinning predictor | Source Point cloud | Feature computing | Distance computing, Concatenate | B $\times 27 \times \mathrm{N}$ | (17) |
|  | (17) | Feature converter | Conv1D(27,64), Relu | $\mathrm{B} \times 64 \times \mathrm{N}$ | (18) |
|  | (18) |  | Conv1D(64,128), Relu | B $\times 128 \times \mathrm{N}$ | (19) |
|  | (19) |  | Conv1D(128,1024) | B $\times 1024 \times \mathrm{N}$ | (20) |
|  | (20) | Feature decoder | Conv1D(1024,512), LeakyRelu | B $\times 512 \times \mathrm{N}$ | (21) |
|  | (21) |  | Conv1D(512,23), LeakyRelu | B $\times 23 \times \mathrm{N}$ | (22) |
|  | (22) |  | Exponentiation, Softmax | B $\times 23 \times \mathrm{N}$ | (23) |
| Refinement network | Source Point cloud | Source feature extractor | Conv1D(3,64), Relu | B $\times 64 \times \mathrm{N}$ | (24) |
|  | (24) |  | Conv1D(64,128), Relu | B $\times 128 \times \mathrm{N}$ | (25) |
|  | (25) |  | Conv1D(128,256) | B $\times 256 \times \mathrm{N}$ | (26) |
|  | Coarse Point cloud | Coarse feature extractor | Conv1D(3,256,3,1,1) | B $\times 256 \times \mathrm{N}$ | (27) |
|  | (27) |  | Conv1D(256,256) | B $\times 256 \times \mathrm{N}$ | (28) |
|  | (28), (26)) | ElaINResnetBlock (1) | Re-normalization | B $\times 256 \times \mathrm{N}$ | (29) |
|  | (29) |  | Conv1D(256,128) | B $\times 128 \times \mathrm{N}$ | (30) |
|  | (30), (26) | ElaINResnetBlock (2) | Re-normalization | $\mathrm{B} \times 128 \times \mathrm{N}$ | (31) |
|  | (31) |  | Conv1D(128,64) | $\mathrm{B} \times 64 \times \mathrm{N}$ | (32) |
|  | (32), (26) | ElaINResnetBlock (3) | Re-normalization | $\mathrm{B} \times 64 \times \mathrm{N}$ | (33) |
|  | (33) |  | Conv1D(64,3) | $\mathrm{B} \times 3 \times \mathrm{N}$ | (34) |

Table 1. The detailed network architecture: the numbers in Conv1D represent the input channels, output channels, kernel size, stride, and padding, respectively. The kernel size is set to 1 , stride to 1 , and padding to 0 if not specified. The number of keypoints and bones in the table are used for human-shape dataset, which can be changed to the number of those in the animal dataset.
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Figure 2. More qualitative results on the NPT Dataset: from left to right are the source, target, our result, and ground truth.


Figure 3. More qualitative results on the FAUST Dataset: from left to right are the source, target, our result, and ground truth.


Figure 4. More qualitative results on the Mixamo Dataset: from left to right are the source, target, our result, and ground truth.


Figure 5. More qualitative results on the SMAL Dataset: from left to right are the source, target, our result, and ground truth.

