
Supplementary Material:
Complementary Domain Adaptation and Generalization

for Unsupervised Continual Domain Shift Learning

This Supplementary Material provides additional details
of the experiments conducted using our CoDAG frame-
work, which are not included in the main paper due to space
constraints.

1. The Details of the Experimental Settings
We conduct experiments on three datasets: PACS [7],

Digits-five [2, 4, 6, 10], and DomainNet [11]. We maintain
consistent training steps per epoch across all domains and
domain orders for every dataset. We use 50 steps for PACS,
800 steps for Digits-five, and 75 steps for DomainNet. We
set the number of training epochs per domain to 60 for both
PACS and DomainNet, and to 75 for Digits-five. For dis-
tillation loss, we set the balancing parameter α to 0.2 for
PACS and DomainNet, and 0.5 for Digits-five.

For optimization, we use the SGD optimizer with a
weight decay of 0.0005 and a polynomial learning rate
scheduler. An initial learning rate is set to 0.01 for both
PACS and Digits-five, and 0.005 for DomainNet. The batch
size for mini-batch training is set to 64.

For training of PACS and DomainNet, we use the stan-
dard augmentation techniques including random cropping,
horizontal flipping, color jittering, and grayscaling. For do-
main adaptation, we use the Mixup [13] method with the
mixup hyperparameter set to 2.0.

2. The Details of the Network Architecture
Our model network consists of three parts: feature ex-

tractor, intermediate module, and classifier. We utilize
ResNet-50 [3] as the feature extractor for both PACS and
DomainNet, while for Digits-five, we use DTN [8]. ResNet-
50 is initialized with the weights pretrained with Ima-
geNet [1].

The intermediate module that connects the feature ex-
tractor and classifier is made up of a fully connected layer, a
Batch Normalization layer, a ReLU layer, and another fully
connected layer. The output dimension of the first fully con-
nected layer is 512 for both PACS and DomainNet, and 256
for Digits-five. The output dimension of the other fully con-
nected layer is 256 for both PACS and DomainNet, and 128

for Digits-five. The classifier consists of a single fully con-
nected layer with weight normalization.

3. The Details of the Auxiliary Methods

In this section, we explain the implementation details of
the auxiliary methods we employed for the experiments of
our CoDAG framework in this paper.

SHOT We use simple self-supervised pseudo-labeling,
along with information maximization proposed by Liang et
al. [8]. The balancing parameter β is set to 0.1.

RandMix We use the Randmix augmentation imple-
mented by Liu et al. [9]. For the samples from target do-
mains, Randmix is applied only for the ones with predic-
tion confidence over 0.5 for PACS and 0.8 for Digits-five
and DomainNet.

SelNLPL To train the DG model using SelNLPL [5] for
a given number of training epochs, we divide the epochs
equally into three parts for NL, SelNL, and SelPL. For
SelPL, γ is set to 0.5.

Replay buffer We build the replay buffer based on the
iCaRL approach [9, 12]. The prototypes are created for each
class in the current domain to prioritize which data to save
and remove in the replay buffer based on their proximity to
the prototypes.

To accommodate the fixed memory size of the replay
buffer, we remove some of the stored samples to make room
for new ones, while retaining M/(K × t) samples for each
class in every previous domain, where M is the maximum
number of samples that can be stored in the replay buffer,
K is the number of classes, and t represents the number of
past domains. In our main experiments, M is set to 200 for
all datasets.



Table 1. The list of different domain orders from each dataset for the main experiments, which are referenced from [9].

Order PACS Digits-five DomainNet
Order 1 A→C→P→S SN→MT→MM→SD→US Re→Pa→In→Cl→Sk→Qu
Order 2 A→C→S→P SN→SD→MT→US→MM Cl→In→Pa→Qu→Re→Sk
Order 3 A→P→C→S MM→US→MT→SD→SN Cl→Re→In→Qu→Sk→Pa
Order 4 C→A→S→P MT→MM→SN→SD→US In→Qu→Cl→Pa→Re→Sk
Order 5 C→S→P→A MT→MM→US→SN→SD Pa→Sk→Qu→In→Re→Cl
Order 6 P→A→C→S SD→MM→SN→MT→US Qu→Re→Cl→Pa→In→Sk
Order 7 P→S→A→C SD→SN→US→MM→MT Qu→Sk→Cl→In→Pa→Re
Order 8 P→S→C→A SD→US→MM→SN→MT Sk→In→Pa→Cl→Re→Qu
Order 9 S→C→A→P US→MT→SN→MM→SD Sk→Re→Pa→Cl→Qu→In

Order 10 S→P→C→A US→SD→SN→MM→MT Sk→Re→Qu→Pa→In→Cl

4. The Details of the Main Experiments
For the main experiments, we use the 10 different orders

from each dataset, presented in Table 1, which are randomly
selected by [9]. The first domain in a given order is used
as a source domain, and the rest are used target domains.
For each order, experiments are repeated three times with
different seeds (2022, 2023, 2024).

Table 2, 3 and 4 display the experiment results for 10
individual orders from each dataset, respectively. The re-
sults of the baseline models are referenced from [9]. These
results show that our CoDAG outperforms all other compar-
ison baselines in most of the individual orders across differ-
ent datasets and metrics.

Notably, in terms of the composite score metric All,
which assesses the overall performance of the models by
averaging TDA, TDG, and FA, our CoDAG outperforms
all other baseline models in every order, without exception.
These results provide further confirmation of the effective-
ness and robustness of our CoDAG framework.
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Table 2. Comparison of the performance on the PACS dataset for different state-of-art methods in TDA, TDG, FA, and All. The results are
presented for each domain order. The results of the baseline models are referenced from [9]. The best results are highlighted in bold.

Metric & Orders SHOT SHOT++ Tent AdaCon EATA L2D PDEN RaTP Ours

TDA

Order 1 86.7 89.4 84.0 85.8 86.7 84.5 83.7 85.5 88.3
Order 2 87.8 89.4 82.0 81.6 85.3 83.6 83.3 87.5 87.9
Order 3 88.7 88.8 82.5 82.8 85.6 82.9 79.9 85.6 89.0
Order 4 89.2 91.2 88.2 88.7 89.2 84.6 83.0 87.6 89.9
Order 5 85.2 85.4 88.6 86.4 88.2 80.1 78.2 85.6 89.8
Order 6 83.1 85.3 75.7 78.6 79.2 75.5 74.0 83.2 86.0
Order 7 66.9 69.9 74.4 74.0 73.0 71.3 71.6 75.9 80.6
Order 8 64.0 68.8 72.5 73.9 72.3 68.5 69.8 74.9 80.0
Order 9 91.5 92.2 69.6 77.8 73.0 83.0 82.5 89.6 92.6
Order 10 75.9 83.2 69.8 69.7 70.4 74.4 72.1 91.3 91.7

Avg. 81.9 84.4 78.7 79.9 80.3 78.8 77.8 84.7 87.6

TDG

Order 1 69.4 70.4 75.5 75.2 75.1 74.0 73.7 76.8 77.8
Order 2 67.0 68.7 73.1 74.6 72.5 76.0 71.6 76.7 77.2
Order 3 67.8 63.3 75.6 75.9 76.1 72.8 73.5 77.7 76.2
Order 4 69.5 66.1 78.5 77.1 77.4 78.1 77.2 79.5 82.5
Order 5 61.1 62.2 81.6 74.6 78.3 74.6 73.5 78.5 81.2
Order 6 48.5 50.0 56.2 57.2 57.4 56.5 55.8 63.4 62.1
Order 7 36.6 43.2 52.5 55.4 54.3 54.9 52.0 56.1 60.1
Order 8 37.2 39.0 50.6 52.1 51.8 52.8 51.5 53.8 58.8
Order 9 53.1 52.7 54.3 57.3 48.2 62.0 60.9 73.3 74.6
Order 10 39.1 44.6 60.2 52.3 50.0 56.7 54.6 69.7 71.4

Avg. 54.9 56.0 65.8 65.2 64.1 65.8 64.4 70.6 72.2

FA

Order 1 73.0 78.6 89.5 90.7 91.4 85.6 85.2 87.8 91.5
Order 2 72.4 82.3 79.5 77.7 83.7 80.6 77.4 79.8 86.8
Order 3 81.8 78.9 88.5 89.5 90.5 84.8 78.7 87.1 91.7
Order 4 76.9 77.6 83.3 84.5 87.7 77.5 77.1 83.2 89.4
Order 5 82.9 86.1 89.0 88.0 90.8 76.7 76.5 84.1 90.2
Order 6 79.6 84.3 81.4 80.7 83.5 71.0 70.9 86.4 87.7
Order 7 65.3 80.5 78.0 78.0 74.4 75.7 75.4 78.8 83.9
Order 8 58.3 83.5 73.3 74.0 73.3 72.6 72.1 74.2 83.5
Order 9 86.5 88.8 74.1 79.0 76.6 78.0 78.3 87.7 91.1
Order 10 72.0 89.5 73.1 73.7 74.3 73.4 71.4 89.8 91.8

Avg. 74.9 83.0 81.0 81.6 82.6 77.6 76.3 83.9 88.8

All

Order 1 76.4 79.5 83.0 83.9 84.4 81.4 80.9 83.4 85.9
Order 2 75.7 80.1 78.2 78.0 80.5 80.1 77.4 81.3 84.0
Order 3 79.4 77.0 82.2 82.7 84.1 80.2 77.4 83.5 85.6
Order 4 78.5 78.3 83.3 83.4 84.8 80.1 79.1 83.4 87.3
Order 5 76.4 77.9 86.4 83.0 85.8 77.1 76.1 82.7 87.1
Order 6 70.4 73.2 71.1 72.2 73.4 67.7 66.9 77.7 78.6
Order 7 56.3 64.5 68.3 69.1 67.2 67.3 66.3 70.3 74.9
Order 8 53.2 63.8 65.5 66.7 65.8 64.6 64.5 67.6 74.1
Order 9 77.0 77.9 66.0 71.4 65.9 74.3 73.9 83.5 86.1
Order 10 62.3 72.4 67.7 65.2 64.9 68.2 66.0 83.6 85.0

Avg. 70.6 74.5 75.2 75.6 75.7 74.1 72.9 79.7 82.9



Table 3. Comparison of the performance on the Digits-five dataset for different state-of-art methods in TDA, TDG, FA, and All. The results
are presented for each domain order. The results of the baseline models are referenced from [9]. The best results are highlighted in bold.

Metric & Orders SHOT SHOT++ Tent AdaCon EATA L2D PDEN RaTP Ours

TDA

Order 1 84.0 87.5 71.5 77.4 76.8 85.9 81.9 89.7 95.5
Order 2 91.6 94.8 77.5 76.0 76.9 91.3 89.5 90.7 95.7
Order 3 81.2 79.9 70.7 75.8 76.4 85.9 86.2 87.8 91.8
Order 4 73.8 79.6 59.9 64.9 65.0 77.6 75.3 86.8 90.9
Order 5 79.7 84.9 59.5 65.3 65.8 79.3 78.3 87.5 91.5
Order 6 87.0 92.1 80.2 80.5 81.1 89.7 89.0 90.0 93.6
Order 7 89.9 91.2 80.9 82.1 83.2 87.6 85.2 91.6 92.6
Order 8 89.0 91.5 80.5 80.2 82.2 88.6 85.9 89.7 92.6
Order 9 48.4 48.8 48.7 55.7 55.4 74.2 70.9 85.9 91.2
Order 10 61.2 62.9 57.3 58.3 57.1 82.9 80.3 87.1 91.1

Avg. 78.6 81.3 68.7 71.6 72.0 84.3 82.3 88.7 92.7

TDG

Order 1 66.2 68.3 71.1 72.6 71.3 72.3 69.4 77.0 79.2
Order 2 78.0 78.2 72.9 75.8 71.5 78.1 78.4 79.5 81.8
Order 3 68.3 65.8 70.7 67.0 69.6 71.7 70.5 77.0 77.1
Order 4 49.1 52.0 52.2 53.2 53.7 62.3 60.4 72.0 71.9
Order 5 54.0 54.1 53.1 51.1 53.6 62.7 61.4 72.9 72.5
Order 6 72.3 75.2 76.9 75.8 77.8 78.2 76.8 81.0 82.6
Order 7 74.8 76.0 76.9 73.0 76.1 78.1 76.8 81.9 81.5
Order 8 73.9 72.6 79.3 76.9 77.9 78.0 77.3 81.3 82.2
Order 9 35.1 39.0 41.3 41.3 44.1 61.7 61.7 73.2 73.2
Order 10 38.6 41.7 45.9 46.3 44.2 65.5 63.8 71.7 72.3

Avg. 61.0 62.3 64.0 63.3 64.0 70.9 69.7 76.8 77.4

FA

Order 1 60.0 67.1 67.8 75.2 76.2 75.2 71.4 83.8 87.5
Order 2 73.9 75.5 82.2 82.7 83.6 81.1 79.6 87.4 89.8
Order 3 70.7 71.2 72.9 80.4 85.5 85.1 81.9 90.1 91.7
Order 4 56.5 65.3 50.8 59.0 58.8 72.3 70.0 82.3 85.2
Order 5 77.0 79.1 61.4 71.7 71.2 74.9 73.9 85.2 87.8
Order 6 59.3 67.4 81.2 80.4 79.7 76.8 74.1 84.9 86.5
Order 7 62.2 71.0 79.8 82.1 80.9 77.6 76.1 84.7 86.4
Order 8 57.2 66.0 80.0 81.9 79.4 75.0 72.6 83.3 85.3
Order 9 25.1 30.0 33.1 56.8 61.8 72.5 68.5 85.1 86.5
Order 10 39.7 52.5 51.5 52.0 52.4 74.1 72.0 82.8 84.2

Avg. 58.2 64.5 66.1 72.2 73.0 76.5 74.0 85.0 87.1

All

Order 1 70.1 74.3 70.1 75.1 74.8 77.8 74.2 83.5 87.4
Order 2 81.2 82.8 77.5 78.2 77.3 83.5 82.5 85.9 89.1
Order 3 73.4 72.3 71.4 74.4 77.2 80.9 79.5 85.0 86.9
Order 4 59.8 65.6 54.3 59.0 59.2 70.7 68.6 80.4 82.7
Order 5 70.2 72.7 58.0 62.7 63.5 72.3 71.2 81.9 83.9
Order 6 72.9 78.2 79.4 78.9 79.5 81.6 80.0 85.3 87.6
Order 7 75.6 79.4 79.2 79.1 80.1 81.1 79.4 86.1 86.8
Order 8 73.4 76.7 79.9 79.7 79.8 80.5 78.6 84.8 86.7
Order 9 36.2 39.3 41.0 51.3 53.8 69.5 67.0 81.4 83.6
Order 10 46.5 52.4 51.6 52.2 51.2 74.2 72.0 80.5 82.5

Avg. 65.9 69.4 66.2 69.1 69.6 77.2 75.3 83.5 85.7



Table 4. Comparison of the performance on the DomainNet dataset for different state-of-art methods in TDA, TDG, FA, and All. The
results are presented for each domain order. The results of the baseline models are referenced from [9]. The best results are highlighted in
bold.

Metric & Orders SHOT SHOT++ Tent AdaCon EATA L2D PDEN RaTP Ours

TDA

Order 1 68.4 70.5 59.0 60.4 60.0 59.9 60.8 68.6 70.3
Order 2 69.7 66.2 28.9 66.2 65.8 56.5 54.2 72.0 74.7
Order 3 72.6 73.4 65.6 68.6 69.4 54.8 52.7 66.1 74.3
Order 4 51.3 53.5 54.6 52.2 52.9 57.3 55.2 61.7 67.0
Order 5 68.5 70.9 60.3 60.3 58.7 56.9 55.7 64.4 74.4
Order 6 63.1 65.3 51.8 52.4 55.0 49.3 50.2 56.3 63.2
Order 7 47.7 48.1 50.0 50.8 51.7 41.7 40.4 58.0 59.2
Order 8 72.8 73.2 67.6 71.6 70.7 64.0 63.4 67.4 76.4
Order 9 74.2 75.9 67.6 71.3 69.3 61.9 62.2 72.5 76.4
Order 10 71.9 72.1 31.0 67.9 71.2 59.9 61.0 66.9 74.2

Avg. 66.0 66.9 53.6 62.2 62.5 56.2 55.6 65.4 71.0

TDG

Order 1 46.9 45.5 52.1 51.3 51.2 49.6 48.0 53.3 54.0
Order 2 52.2 50.0 31.0 52.7 55.2 55.6 51.2 57.6 58.1
Order 3 53.6 53.3 58.4 53.7 58.7 52.8 51.1 57.5 60.2
Order 4 40.8 41.9 50.6 51.3 51.1 48.2 47.0 55.8 57.7
Order 5 48.4 49.6 52.8 53.0 52.8 53.1 51.0 54.2 56.0
Order 6 34.0 35.3 33.1 32.9 33.6 36.5 37.2 41.8 43.5
Order 7 23.2 25.7 35.4 32.9 34.4 32.2 30.2 42.5 42.6
Order 8 59.2 59.9 61.0 62.0 62.0 62.1 61.4 63.2 62.7
Order 9 58.7 59.3 61.3 61.6 63.3 59.4 59.9 63.8 63.5
Order 10 56.2 60.1 41.2 61.3 59.0 57.4 56.4 62.3 63.2

Avg. 47.3 48.1 47.7 51.3 52.1 50.7 49.3 55.2 56.2

FA

Order 1 61.4 66.5 67.4 67.0 64.3 63.7 61.1 67.5 70.9
Order 2 64.5 68.9 34.1 62.6 65.8 48.9 46.3 70.4 74.3
Order 3 62.9 67.7 65.6 66.3 69.2 45.2 43.1 64.7 72.9
Order 4 42.1 65.4 56.4 53.3 52.7 41.5 39.5 57.1 66.4
Order 5 60.9 68.5 58.0 56.6 57.4 51.2 48.6 62.0 72.4
Order 6 61.1 66.3 52.4 49.4 54.8 48.0 46.0 53.8 63.6
Order 7 42.8 51.7 48.5 48.5 47.7 37.2 36.0 55.0 57.5
Order 8 61.6 67.5 71.6 72.8 73.5 58.8 55.1 63.1 74.9
Order 9 67.4 77.3 76.8 76.1 76.0 66.5 65.6 76.3 82.8
Order 10 60.4 69.6 30.4 65.5 66.3 61.4 60.9 64.6 72.9

Avg. 58.5 66.9 56.1 61.8 62.8 52.2 50.2 63.5 70.9

All

Order 1 58.9 60.8 59.5 59.6 58.5 57.7 56.6 63.1 65.1
Order 2 62.1 61.7 31.3 60.5 62.3 53.7 50.6 66.7 69.0
Order 3 63.0 64.8 63.2 62.9 65.8 50.9 49.0 62.8 69.1
Order 4 44.7 53.6 53.9 52.3 52.2 49.0 47.2 58.2 63.7
Order 5 59.3 63.0 57.0 56.6 56.3 53.7 51.8 60.2 67.6
Order 6 52.7 55.6 45.8 44.9 47.8 44.6 44.5 50.6 56.8
Order 7 37.9 41.8 44.6 44.1 44.6 37.0 35.5 51.8 53.1
Order 8 64.5 66.9 66.7 68.8 68.7 61.6 60.0 64.6 71.3
Order 9 66.8 70.8 68.6 69.7 69.5 62.6 62.6 70.9 74.2
Order 10 62.8 67.3 34.2 64.9 65.5 59.6 59.4 64.6 70.1

Avg. 57.3 60.6 52.5 58.4 59.1 53.0 51.7 61.4 66.0


