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1. Implementation Details on Multiple
Networks

In this supplementary material, we describe the de-
tails of the networks used in our experiments in Tables
2 and 3 of the main paper such as ResNet[1], WRN[5],
VGG[4].

We explain the details of used networks according
to experimental settings. As introduced in the main
paper, we experimented with the teacher network and
the student network in two cases. In the first case, the
teacher network and the student network have the same
architecture, and in the second case, networks with a
different architecture are used.

1.1. Similar Architecture Networks for CIFAR-100

We conducted the experiment by dividing the case
where the structure of the teacher network and the
student network are the same into a total of 7 types.
The networks used in the experiment of Table 2 in main
paper are described in Table 1, and a general ResNet, a
ResNet with increased channels, a general wide residual
network, and VGG were used.

Table 1. Networks of Similar Architecture
Teacher Student

WRN40 2 WRN34 2 WRN28 2 WRN16 2
WRN40 2 WRN40 1 WRN40 1 WRN40 1
ResNet56 ResNet44 ResNet32 ResNet20
Resnet110 ResNet56 ResNet44 ResNet32 ResNet20
ResNet110 ResNet56 ResNet44 ResNet32
ResNet32x4 ResNet26x4 ResNet14x4 ResNet8x4
VGG13 VGG11 VGG9 VGG8

1.2. Different Architecture Networks for CIFAR-
100

We conducted the experiment by dividing the case
where the structure of the teacher network and the
student network are different into 6 types. The net-
works used for the experiment are described in Table 2,
and the network used for the teacher used the same

network as the networks tested in the same case, but
ShuffleNetV1[6], ShuffleNetV2[2], and MobileNetV2[3]
were additionally used as the student networks.

Table 2. Networks of Different Architecture

Teacher Student

ResNet50 ResNet34 ResNet18 MobileNetV2
ResNet50 ResNet34 ResNet32 VGG8

ResNet32x4 ResNet26x4 ResNet14x4 ShuffleNetV1
ResNet32x4 ResNet26x4 ResNet14x4 ShuffleNetV2
WRN40 2 WRN34 2 WRN28 2 ShuffleNetV1
VGG13 VGG11 VGG9 MobileNetV2

1.3. Network Architectures for ImageNet

This section explains the networks’ architecture used
in ImageNet. This experiment was conducted using
ResNet and designed using 4 residual blocks. Referring
to Table 3, unlike the frequently used ResNet34 and
ResNet18, ResNet28 and ResNet22 are newly designed
to have the largest number of the 3rd block, which is a
feature of ResNet.

Table 3. ResNet for ImageNet Dataset
ResNet34 ResNet28 ResNet22 ResNet18

Conv7x7, 64
BN, ReLU

Conv3x3, 64
BN, ReLU
Conv3x3, 64
BN, ReLU

x3

Conv3x3, 64
BN, ReLU
Conv3x3, 64
BN, ReLU

x3

Conv3x3, 64
BN, ReLU
Conv3x3, 64
BN, ReLU

x2

Conv3x3, 64
BN, ReLU
Conv3x3, 64
BN, ReLU

x2

Conv3x3, 128
BN, ReLU

Conv3x3, 128
BN, ReLU

x4

Conv3x3, 128
BN, ReLU

Conv3x3, 128
BN, ReLU

x3

Conv3x3, 128
BN, ReLU

Conv3x3, 128
BN, ReLU

x3

Conv3x3, 128
BN, ReLU

Conv3x3, 128
BN, ReLU

x2

Conv3x3, 256
BN, ReLU

Conv3x3, 256
BN, ReLU

x6

Conv3x3, 256
BN, ReLU

Conv3x3, 256
BN, ReLU

x4

Conv3x3, 256
BN, ReLU

Conv3x3, 256
BN, ReLU

x3

Conv3x3, 256
BN, ReLU

Conv3x3, 256
BN, ReLU

x2

Conv3x3, 512
BN, ReLU

Conv3x3, 512
BN, ReLU

x3

Conv3x3, 512
BN, ReLU

Conv3x3, 512
BN, ReLU

x3

Conv3x3, 512
BN, ReLU

Conv3x3, 512
BN, ReLU

x2

Conv3x3, 512
BN, ReLU

Conv3x3, 512
BN, ReLU

x2

AveragePool
FC-100
Softmax
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1.4. Network Architectures for CIFAR-100

In this section, the details of the networks’ architec-
ture used in the CIFAR-100 experiments are described.
The networks used in these experiments include com-
monly used networks such as ResNet56 and ResNet32,
but there are additionally designed networks such as
ResNet44 and ResNet14x4 to use multi-teacher net-
works.

ResNet. We use standard ResNet and ResNetx4
which increases the number of channels by 4 times in
the experiment. For the structure of the networks,
various models with different depths are designed by
changing the total number of layers by changing the
number of blocks. The number of layers of the network
are designed while maintaining the structure that takes
a large number of third blocks. Referring to Table 4,
the contents of five standard ResNet and four ResNetx4
are shown. Unlike the architecture of ResNet described
above, the networks used in the CIFAR dataset consist
of three blocks.

Table 4. ResNet for CIFAR-100
ResNet110 ResNet56 ResNet44 ResNet32 ResNet20

Conv3x3, 16
BN, ReLU

Conv3x3, 16
BN, ReLU
Conv3x3, 16
BN, ReLU

x18

Conv3x3, 16
BN, ReLU
Conv3x3, 16
BN, ReLU

x9

Conv3x3, 16
BN, ReLU
Conv3x3, 16
BN, ReLU

x7

Conv3x3, 16
BN, ReLU
Conv3x3, 16
BN, ReLU

x5

Conv3x3, 16
BN, ReLU
Conv3x3, 16
BN, ReLU

x3

Conv3x3, 32
BN, ReLU
Conv3x3, 32
BN, ReLU

x18

Conv3x3, 32
BN, ReLU
Conv3x3, 32
BN, ReLU

x9

Conv3x3, 32
BN, ReLU
Conv3x3, 32
BN, ReLU

x7

Conv3x3, 32
BN, ReLU
Conv3x3, 32
BN, ReLU

x5

Conv3x3, 32
BN, ReLU
Conv3x3, 32
BN, ReLU

x3

Conv3x3, 64
BN, ReLU
Conv3x3, 64
BN, ReLU

x18

Conv3x3, 64
BN, ReLU
Conv3x3, 64
BN, ReLU

x9

Conv3x3, 64
BN, ReLU
Conv3x3, 64
BN, ReLU

x7

Conv3x3, 64
BN, ReLU
Conv3x3, 64
BN, ReLU

x5

Conv3x3, 64
BN, ReLU
Conv3x3, 64
BN, ReLU

x3

AveragePool
FC-100
Softmax

ResNet32x4 ResNet26x4 ResNet14x4 ResNet8x4
Conv3x3, 32
BN, ReLU

Conv3x3, 64
BN, ReLU
Conv3x3, 64
BN, ReLU

x5

Conv3x3, 64
BN, ReLU
Conv3x3, 64
BN, ReLU

x4

Conv3x3, 64
BN, ReLU
Conv3x3, 64
BN, ReLU

x2

Conv3x3, 64
BN, ReLU
Conv3x3, 64
BN, ReLU

x1

Conv3x3, 128
BN, ReLU

Conv3x3, 128
BN, ReLU

x5

Conv3x3, 128
BN, ReLU

Conv3x3, 128
BN, ReLU

x4

Conv3x3, 128
BN, ReLU

Conv3x3, 128
BN, ReLU

x2

Conv3x3, 128
BN, ReLU

Conv3x3, 128
BN, ReLU

x1

Conv3x3, 256
BN, ReLU

Conv3x3, 256
BN, ReLU

x5

Conv3x3, 256
BN, ReLU

Conv3x3, 256
BN, ReLU

x4

Conv3x3, 256
BN, ReLU

Conv3x3, 256
BN, ReLU

x2

Conv3x3, 256
BN, ReLU

Conv3x3, 256
BN, ReLU

x1

AveragePool
FC-100
Softmax

Wide ResNet. We use a standard Wide Residual
Network (WRN) for the experiment. Like ResNet,
various networks are designed to have different depths
by changing the total layer by changing the number
of blocks. Referring to Table 5, the architectures of
WRN40 2 to WRN16 2 used as the teacher network

and WRN40 1 used as the student network are shown.
Also, like ResNet, each cell means one Residual block,
and it consists of consecutively as many as the number
on the right.

Table 5. Wide ResNet for CIFAR-100
WRN40 2 WRN34 2 WRN28 2 WRN16 2 WRN40 1

BN, ReLU
Conv3x3, 16

BN, ReLU
Conv3x3, 32
BN, ReLU
Conv3x3, 32

x6

BN, ReLU
Conv3x3, 32
BN, ReLU
Conv3x3, 32

x5

BN, ReLU
Conv3x3, 32
BN, ReLU
Conv3x3, 32

x4

BN, ReLU
Conv3x3, 32
BN, ReLU
Conv3x3, 32

x2

BN, ReLU
Conv3x3, 16
BN, ReLU
Conv3x3, 16

x6

BN, ReLU
Conv3x3, 64
BN, ReLU
Conv3x3, 64

x6

BN, ReLU
Conv3x3, 64
BN, ReLU
Conv3x3, 64

x5

BN, ReLU
Conv3x3, 64
BN, ReLU
Conv3x3, 64

x4

BN, ReLU
Conv3x3, 64
BN, ReLU
Conv3x3, 64

x2

BN, ReLU
Conv3x3, 32
BN, ReLU
Conv3x3, 32

x6

BN, ReLU
Conv3x3, 128
BN, ReLU

Conv3x3, 128

x6

BN, ReLU
Conv3x3, 128
BN, ReLU

Conv3x3, 128

x5

BN, ReLU
Conv3x3, 128
BN, ReLU

Conv3x3, 128

x4

BN, ReLU
Conv3x3, 128
BN, ReLU

Conv3x3, 128

x2

BN, ReLU
Conv3x3, 64
BN, ReLU
Conv3x3, 64

x6

BN, ReLU
AveragePool

FC-100
Softmax

VGG. We use a standard VGG for the experiment.
Referring to Table 6, the network architectures from
VGG13 to VGG8 are distinguished by the difference in
layer depth. VGG13, VGG11, and VGG9 are used as
the teacher network, and VGG8 is used as the student
network. The deeper the model, the more convolution
operations with high channels are used.

Table 6. VGG for CIFAR-100
VGG13 VGG11 VGG9 VGG8

Conv3x3, 64
BN, ReLU

x2
Conv3x3, 64
BN, ReLU

x1
Conv3x3, 64
BN, ReLU

x1
Conv3x3, 64
BN, ReLU

x1

Conv3x3, 128
BN, ReLU

x2
Conv3x3, 128
BN, ReLU

x1
Conv3x3, 128
BN, ReLU

x1
Conv3x3, 128
BN, ReLU

x1

Conv3x3, 256
BN, ReLU

x2
Conv3x3, 256
BN, ReLU

x2
Conv3x3, 256
BN, ReLU

x1
Conv3x3, 256
BN, ReLU

x1

Conv3x3, 512
BN, ReLU

x2
Conv3x3, 512
BN, ReLU

x2
Conv3x3, 512
BN, ReLU

x1
Conv3x3, 512
BN, ReLU

x1

Conv3x3, 512
BN, ReLU

x2
Conv3x3, 512
BN, ReLU

x2
Conv3x3, 512
BN, ReLU

x2
Conv3x3, 512
BN, ReLU

x1

MaxPool
FC-512
FC-512
FC-512
Softmax

2. Effectiveness of Online Role Change

2.1. Reducing False Knowledge After ORC

After applying the online role change, we measured
the change in performance of the networks included in
the student group. As a result, in Fig. 1, it can be
confirmed that the overall performance of the student
network has improved for each class that was difficult.

2.2. Online Role-Change at every interation

We perform online role change at every iteration
to utilize the advantages of student networks for each
mini-batch. In other words, for each mini-batch, false
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Figure 1. Accuracy improvement of student groups on dif-
ficult samples after ORC.

knowledge contamination by temporary teachers can
be prevented by taking advantage of student net-
works. Therefore, we utilize the network which shows
most confidence at specific mini-batch as a temporary
teacher. Further, we compare the performance of dif-
ferent iterations per epoch to analyze the advantage of
the number of switching. As shown in Table 7, the stu-
dent network shows better accuracy as the number of
role changes increases. It can be said that the strengths
of students are highlighted and used as much as possi-
ble.

Table 7. ImageNet Top-1 ERROR on the num. of iterations.

Model 4,688 iters. 9,375 iters. 18,750 iters.

ResNet18 29.48 28.72 28.00

Limitation. We note that the multiple network-
based KD results in more computational complexity in
training, but it does not affect the complexity of the
student network.
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