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A. Motivating Example Details

Figure 1 illustrates a simplified abstraction of accumu-
lation in QNN inference. To avoid overflow, the register
storing the accumulated values needs to be wide enough
to not only store the result of the dot product, but also all
intermediate partial sums. Reducing the precision of the
accumulator incurs a high risk of overflow which, due to
wraparound two’s complement arithmetic, introduces nu-
merical errors that can degrade model accuracy [17]. To
demonstrate the impact of overflow, we consider a 1-layer
linear quantized neural network (QNN) trained to classify
binary MNIST [5] images using 8-bit weights. We flat-
ten each gray-scale 28x28 image so that the inputs to the
model are 784-dimensional vectors of 1-bit unsigned inte-
gers. Keeping with our notation used throughout our paper,
this translates to N=1, M=8, and K=784. We train this
8-bit linear classifier using the baseline quantization-aware
training (QAT) algorithm and observe a 91.5% top-1 test
accuracy when using a 32-bit accumulator.

Using our accumulator bit width data type bound, we
calculate the lower bound on P to be 19 bits. Figure 2 shows
the rate of overflows per dot product grows exponentially as
we reduce the accumulator bit width below this bound. Our
evaluation on the impact of overflow consists of two mea-
sures: (1) the mean absolute error on logits as measured
between P -bit and 32-bit accumulator results; and (2) the
top-1 classification accuracy of the P -bit accumulator re-
sult. We observe that the increased overflow rate introduces
numerical errors that proportionally increase the mean ab-
solute error on the logits, decreasing classification accuracy.

We first evaluate the default wraparound two’s comple-
ment arithmetic (black stars), which is known to introduce
errors that degrade model accuracy [4, 15, 17, 23]. Next, we
evaluate naı̈vely saturating values as they are accumulated
(blue triangles), which is the industry standard for avoiding
overflow. While previous work has shown that overflow ul-
timately degrades model accuracy due to wraparound two’s
complement arithmetic [4, 17], they do not benchmark
against this standard clipping solution, likely because it is
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Figure 1: A simplified illustration of fixed-point arithmetic
in neural network inference. The accumulator bit width (P )
needs to be wide enough to fit the dot product between the
M -bit weight vector and the N -bit input vector, which are
assumed to both be K-dimensional.

expensive to model with off-the-shelf deep learning frame-
works. We show that such clipping can alleviate the ac-
curacy degradation caused by wraparound arithmetic, but
still introduce harmful errors. Finally, we benchmark our
accumulator-aware quantization (A2Q) method (green cir-
cles) and re-train the 8-bit linear classifier from scratch us-
ing the target accumulator bit width P and the same ran-
dom seed. We show that using A2Q to avoid overflow sig-
nificantly improves model accuracy over both wraparound
arithmetic and clipping when using extremely low-precision
accumulators. Furthermore, we find that, in our exper-
iments, the overflow rate very quickly grows past 10%,
which is the point at which Wrapnet reports training insta-
bility [17]. Even in those settings, A2Q maintains accuracy
with respect to the floating-point counterparts, which fur-
ther motivates the need to completely avoid overflow rather
than simply reduce its impact on model accuracy.
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Figure 2: We evaluate the impact of overflow as we reduce
the accumulator bit width using a 1-layer QNN trained to
classify binary MNIST [5] images using 8-bit weights. We
show that using A2Q (green dots) to avoid overflow sig-
nificantly improves model accuracy over both wraparound
arithmetic (black stars) and clipping (blue triangles) when
using extremely low-precision accumulators.

A.1. Impact of Breaking Associativity

In applying clipping, the final result of the dot product
is made dependent on the order of additions, thus breaking
associativity. This can introduce non-deterministic errors
when modern processors use optimizations that improve
hardware utilization by re-ordering operations (e.g., out-
of-order execution [12] or cache swizzling [6]). In Fig. 3,
we show how randomly re-ordering the additions in the dot
product affects the mean absolute error on the logits (left)
and classification accuracy (right). We compare modeling
overflow at the outer-most loop using only the dot product
result (red dashed line) against modeling overflow at the
inner-most loop, which accounts for the intermediate par-
tial sums (blue histogram). We also provide the baseline
classification accuracy as reference (black dashed line).
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Figure 3: We visualize the impact of re-ordering additions
when using saturation logic on the accumulator.

B. Experiment Details and Hyperparameters
Below, we separately detail our image classification and

single-image super resolution benchmarks. For all mod-
els, we fix the input and output layers to 8-bit weights
and activations for all configurations, as is common prac-
tice [7, 11, 24]. We also weight our regularization penalty
by a constant scalar λ=1e-3 where Ltotal = Ltask + λLreg.

B.1. Image Classification Benchmarks

We train MobileNetV1 [10] and ResNet18 [8] to clas-
sify images using the CIFAR10 dataset [14]. We closely
follow the network architectures originally proposed by the
respective authors, but introduce minor variations that yield
more amenable intermediate representations given the re-
duced image size of CIFAR10 images [14]. We initialize all
models from floating-point counterparts pre-trained to con-
vergence on CIFAR10 and evaluate task performance using
the observed top-1 test accuracy.

MobileNetV1. We use a stride of 2 for both the first
convolution layer and the final average pooling layer. This
reduces the degree of downscaling to be more amenable to
training over smaller images. All other layer configurations
remain the same as proposed in [10]. We use the stochastic
gradient descent (SGD) optimizer to fine-tune all models for
100 epochs in batches of 64 images using a weight decay of
1e-5. We use an initial learning rate of 1e-3 that is reduced
by a factor of 0.9 every epoch.

ResNet18. We alter the first convolution layer to use a
stride and padding of 1 with a kernel size of 3. We remove
the preceding max pool layer to reduce the amount of down-
scaling throughout the network. We also use a convolution
shortcut [9] rather than the standard identity as it empiri-
cally proved to yield superior results in our experiments.
All other layer configurations remain the same as proposed
in [8]. We use the SGD optimizer to fine-tune all models for
100 epochs in batches of 256 using a weight decay of 1e-5.
We use an initial learning rate of 1e-3 that is reduced by a
factor of 0.1 every 30 epochs.

B.2. Single-Image Super Resolution Benchmarks

We train ESPCN [20] and UNet [19] to upscale single
images by a factor of 3x using the BSD300 dataset [16].
Again, we closely follow the network architectures origi-
nally proposed by the respective authors, but introduce mi-
nor variations that yield more hardware-friendly network
architectures. We randomly initialize all models and train
them from scratch. We empirically evaluate task perfor-
mance using the peak signal-to-noise ratio (PSNR) ob-
served over the test dataset.

ESPCN. We replace the sub-pixel convolution with a
nearest neighbor resize convolution (NNRC), which has
been shown to reduce checkerboard artifacts during train-
ing [18] and can be efficiently executed during infer-
ence [3]. All other layer configurations remain the same
as proposed in [20]. We use the Adam optimizer [13] to
fine-tune all models for 100 epochs in batches of 16 images
using a weight decay of 1e-4. We use an initial learning rate
of 1e-4 that is reduced by a factor of 0.98 every epoch.

UNet. We use only 3 encoders and decoders to create a
smaller architecture than originally proposed by [19]. We
replace transposed convolutions with NNRCs, which are
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Figure 4: We adapt images from [2, 21] to provide: (a) an overview of the FINN framework; and (b) an abstraction of the
matrix-vector-activation unit (MVAU), which is one of the primary building blocks used by the FINN compiler.

known to be functionally equivalent during inference [3],
but have more favorable behavior during training [18]. We
replace all concatenations with additions and reduce the in-
put channels accordingly. We use the Adam optimizer to
fine-tune all models for 200 epochs in batches of 16 using a
weight decay of 1e-4. We use an initial learning rate of 1e-3
that is reduced by a factor of 0.3 every 50 epochs.

C. Generating Accelerators with FINN
FINN [2, 21] is an open-source framework designed

to generate custom QNN inference accelerators for AMD-
Xilinx FPGAs. For a given QNN, the FINN framework,
depicted in Fig. 4a, generates a specialized accelerator us-
ing spatial streaming dataflow architectures that are indi-
vidually customized for the network topology and the data
types used. At the core of FINN is its compiler, which em-
powers flexible hardware-software (HW-SW) co-design by
allowing a user to have per-layer control over the generated
accelerator. Weight and activation precisions can be indi-
vidually specified for each layer in a QNN, and each layer
is instantiated as its own dedicated compute unit (CU).

As an example of a layer instantiated as its own CU,
we provide a simplified abstraction of the matrix-vector-
activation unit (MVAU) in Fig. 4b. The MVAU is one of the
primary building blocks used for linear and convolutional
layers [2]. Each CU consists of processing elements (PEs),
which parallelize work along the output dimension, and
single-instruction multiple-data (SIMD) lanes, which paral-
lelize work along the input dimension. All quantized mono-
tonic activation functions in the network are implemented
as threshold comparisons that map high-precision accumu-
lated results from the preceding layer into low-precision
output values. During compilation, batch normalization, bi-
ases and even scaling factors are absorbed into this thresh-
old logic via mathematical manipulation [22]. The input
and output data for the generated accelerators are streamed
into and out of the chip using AXI-Stream protocols while
on-chip data streams are used to interconnect these CUs

to propagate intermediate activations through the layers of
the network. During inference, all network parameters are
stored on-chip to avoid external memory bottlenecks. We
refer the reader to [1, 2, 21] for more information.
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