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1. Additional Experiment

In order to better understand the proposed method,
we conduct additional experiments, including (i) out-of-
distribution detection and (ii) disentanglement learning,
which further explore the potential of our method in vari-
ous challenging tasks.

1.1. Out-of-Distribution Detection

We conduct the out-of-distribution (OOD) detection for
our model. We train our model on Fashion-MNIST (in-
distribution) with MNIST (OOD) being the test dataset. We
consider baseline models, including VLAE and HVAE, in
which HVAE belongs to the conditional hierarchical model
(see Sec. 2.1), allowing a specialized decision function
(likelihood-ratio, LLR [3]) to be applied. It can be hard
to directly apply such decision function to the our architec-
tural hierarchical model, thus we use the unnormalized log-
posterior as the decision function (same as Anomaly Detec-
tion in Sec. 5.4) for our model and report the results in Tab.
1. It can be seen that our model shows superior performance
compared to VLAE, while HVAE could render better per-
formance by using the specialized LLR decision function.

Table 1. Fashion-MNIST (in) vs MNIST (out)

HVAE(LLR®®) HVAE VLAE Ours
AUPRC T 0.984 0363 0344. 0.893
AUROC 1 0.984 0268 0.199 0.897
#param 3.4M 34M  32M  32M

1.2. Disentanglement Learning

We examine the disentanglement learning of our model.
We train our model on 3DShapes dataset[!] with L = 3
layers and visualize the traverse of each latent dimension in
Figure 1. We could see that the semantic factors, such as
shape, size and direction, are disentangled into the latent di-
mensions of the top layer (i.e., z3), while low-level factors,
such as background and object color, are disentangled into
the latent dimensions of lower layers(i.e., z1, z2).

Figure 1. Disentanglement traverse of each latent unit of our
model. Top panel (top 3 rows): the top layer zs, and z34;,,, = 3.
The top row of each panel illustrates the traverse on the first unit.

Table 2. MIG and MIG-sup on 3DShapes. s denotes the progres-

sive steps of pro-VLAE.

Ours | pro-VLAE s =3 | pro-VLAE s =2 | pro-VLAEs =1
MIG 0.554 0.357 0.339 0.247

MIG-sup | 0.672 0.406 0.333 0.136

We further quantitatively evaluate our model. Prior work
[4] applies the progressive learning strategy on VLAE to
improve disentangled factor learning and computes MIG[2]
and MIG-sup[4] as the measurement. The pro-VLAE with
B = 1 (without progressive learning) is then considered as
our baseline model. We train our model with the same infer-
ence and generator model and use the same latent dimension
as the baseline model, and we compare with the pro-VLAE
that uses multiple progressive steps (i.e., steps = 1, 2, 3).
The numbers of pro-VLAE are obtained by the code', and
the comparison is shown in Table 2.

Uhttps://github.com/Zhiyuan1991/proVLAE
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