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1. Datasets
CIFAR10 [6] and CIFAR100 [6] are two fundamen-

tal datasets in computer vision community. Both of them
contain 50,000 training samples and 10,000 test samples,
and all the samples are evenly distributed in each category.
CIFAR10 consists of 10 common classes of objects. CI-
FAR100 includes 10 superclasses and each superclasses is
made up of 10 fine-grained categories, and the size of each
sample is 32 × 32. Food-101 [1] is a challenging food clas-
sification dataset, which consists of 101 categories. There
are 250 clean test images for each class and 750 training im-
ages containing some noisy labels. FGVC Aircraft [7] is
a fine-grained dataset for aircraft classification. It contains
10,000 images of 100 categories of aircraft, and the train-
ing set is 2/3 of the whole dataset. Stanford Cars [5] con-
tains 196 classes of fine-grained cars, and there are 8,144
and 8,041 samples in the training set and test set, respec-
tively. CUB-200-2011 [11] is a fine-grained bird classi-
fication dataset containing 200 species. There are 11,788
training samples and 5,894 test samples. Annotation of
the bounding box, rough segmentation, and attributes are
provided. Oxford 102 Flowers [8] contains 200 common
species of flowers in United Kingdom. Each of the cate-
gories has 40 up to 258 images. There are 2,040 train-
ing samples as well as 6,149 test samples. MIT Indoor
67 [9] contains 67 indoor scene categories with in total
of 15,620 images, and 80% images are used for training.
MURA [10] is a dataset of musculoskeletal radiographs,
containing 40,561 X-ray images from 14,863 patient stud-
ies. The goal is to distinguish normal musculoskeletal ex-
amples from abnormal ones. We follow the common setting
to perform binary classification on each image.

2. Experimental setting of ResNet50
Pre-training We borrow the official PyTorch implemen-
tation for ImageNet training using ResNet50. The total
number of training epochs is set to 90. Stochastic gradient
descent with a momentum of 0.9 is used to update the model

parameters. The initial learning rate is 0.1 and is multiplied
by 0.1 every 30 epochs. The weight decay is 1e-4. The
pre-training performance is shown in Table 1.

Table 1. Pre-training performance of ResNet50 on ImageNet.
Epoch 20 30 40 50 60 70 80 90

Acc% 52.38 55.13 70.60 70.44 70.78 75.63 75.76 76.06

Transfer learning In transfer learning, we use different
training configurations to adapt to different datasets. For
CIFAR10 and CIFAR100, in both FE and FT, the total train-
ing epoch is set as 150. The initial learning rate is 0.1 and
is decayed by 10 times every 50 epochs. The optimizer is
Adam[4]. For the rest natural datasets, we run 6,000 itera-
tions and 9,000 iterations for FE and FT, respectively; the
learning rate is set to 0.1 for FT and 0.01 for FE.

3. Experimental setting of T2T-ViT t-14

Pre-training We perform pre-training following the of-
ficial codes of T2T-ViT [12]. Specifically, we train
T2T-ViT t-14 on ImageNet for 300 epochs. The final
model achieves a Top-1 accuracy of 81.55% on the Im-
ageNet validation set. We choose checkpoints on epoch
[20,40,60,80,100,120,150,200,250,300] for transfer learn-
ing experiments.

Transfer learning For transfer learning, we perform the
same data processing pipeline as used in ResNet50. For
sufficient adaptation, the initial learning rate is set to 0.05
and decayed by a cosine annealing strategy, as suggested by
the T2T-ViT paper.

4. Additional results

Additional FE evaluation results on DTD [2] and Cal-
tech256 [3] are shown in table 2, which are also consistent
with our claims. To further consolidate our conclusion, we



also add the FE results of Swin-T in Table 3. We train Swin-
T for 300 epochs following the default settings in the offi-
cial repository. The results of Swin-T clearly validate our
conclusion that the best feature extractors are those inade-
quately pre-trained models.

Table 2. FE evaluation of DTD and Caltech256.
Pre-training Epoch 40 50 60 70 80 90

DTD (%) 69.36 69.15 69.36 70.43 68.88 69.84
Caltech256 (%) 79.58 80.06 79.58 80.92 81.29 80.89

Table 3. Pre-training and FE performance on Swin-T.
Epoch 240 250 260 270 280 290 300

pre-train % 79.89 80.20 80.51 80.88 81.00 81.10 81.21
CIFAR100 % 74.95 75.72 75.30 75.02 75.43 75.33 75.58

DTD % 68.99 68.46 68.51 68.88 68.83 68.88 68.46
Flower102 % 86.39 86.24 85.95 85.93 85.75 86.37 85.61

Aircraft % 44.47 45.47 43.97 45.92 44.69 45.53 43.94
Indoor % 79.81 79.28 80.31 81.76 80.19 81.26 80.04
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