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Overview
In this supplemental material, we first present the detailed network architecture of the proposed approach in Section 1.

Then, we provide the visualization of the learned low-pass filters in Section 3 and discuss the robustness of the proposed
method to various learnable low-pass filters in Section 4. Section 5 shows more visual comparisons against other approaches.

1. Network architecture of the Multi-scale Residual Low-Pass Filter Network
Figure 2(a) of the main paper shows the network architecture of the proposed multi-scale residual low-pass filter network.

To extract useful features from the input image of the finest scale, we use a network of one convolutional layer followed by
the ReLU activation. For the feature extraction in the coarser scale, we first employ a network of four convolutional layers,
each layer followed by the ReLU activation. Then we concatenate the output with the input and apply one convolutional layer
on the concatenation to generate the features. In addition, Figure 1 shows the detailed architecture of each RLPF module in
Figure 2(a) of the main paper.
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Figure 1. Network architecture of the proposed RLPF module for image deblurring.
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Table 1. Effectiveness of the proposed low-pass filter and wavelet-based feature fusion for image deblurring. All baseline methods are
trained using the same settings as the proposed method for fair comparisons.

Low-pass filter (LPF) Feature fusion (FF) GoPro

Gaussian filter (GF) Bilateral filter (BF) Learnable filter (LF) Bilinear-based (BFF) Wavelet-based (WFF) PSNR (dB)/SSIM

MRLPFNetw/ GF&WFF " % % % " 33.1/0.9620
MRLPFNetw/ BF&WFF % " % % " 33.3/0.9635
MRLPFNet % % " % " 33.5/0.9650

Figure 2. Visualization of some learned low-pass filters and features learned before and after the proposed RLPF module. F is obtained by
Eq. (3) in the main paper.

2. Effect of the Learned Low-Pass Filter
In this section, we aim to complement the results in the main paper (in particular Table 4 of the main paper) to demon-

strate the effectiveness of the proposed low-pass filter and wavelet-based feature fusion. We further investigate whether
using the classical low-pass filters, e.g., Gaussian filter and bilateral filter, can achieve competitive performances compared
to the learnable low-pass filter. For this purpose, we individually replace the learnable low-pass filter with the Gaussian filter
(MRLPFNetw/ GF&WFF for short) and the bilateral filter (MRLPFNetw/ BF&WFF for short) in our implementation. As Table 1
shows, using the image-adaptive bilateral filter performs better than using the translation-invariant Gaussian filter, as the for-
mer one can adaptively model the spatially-variant contents and preserve more useful low-frequency information in contrast
with the latter one. Whereas, the proposed method using the learnable low-pass filter outperforms these baselines by about
0.2dB, which demonstrates the effectiveness of embedding the learnable low-pass filter into an end-to-end network for better
image deblurring.

3. Visualization of Learned Low-Pass Filters
To intuitively illustrate what the proposed RLPF module learns, we show some features learned before the RLPF module

in Figure 2(a). Some learned low-pass filters are shown in Figure 2(b). The corresponding features learned after the RLPF
module are shown in Figure 2(c). Specifically, we amplify two corresponding features in Figure 2(d) and (e). Compared to
the feature learned before the RLPF module in Figure 2(d), the feature in Figure 2(e) obtained after the RLPF module with
the learned low-pass filter mainly contains the image structures and less blur, e.g. the license plate enclosed in the red boxes,
which shows the effectiveness of the RLPF module. In addition, we visualize more learned low-pass filters in Figure 2(f).



4. Robustness to Various Learnable Low-Pass Filters
In Section 3 of the main paper, we discuss the relations between the low-pass filters and the scaled dot-production attention

in Transformers. In the experiments, we use the standard scaled dot-production attention in the Transformer according to [14].
Note that there are lots of variants of Transformers. To demonstrate the robustness of the proposed method to the methods
that are used for the scaled dot-production attention, we further use the window-based scheme by [5] to compute the scaled
dot-production attention as the learnable low-pass filter. Table 2 shows that the proposed method is robust to different self-
attention mechanisms to some extent. In addition, we note that using the low-pass filter improves the deblurring performance,
where the PSNR gains are at least 0.41dB.

Table 2. Robustness of the proposed method to different learnable low-pass filters, evaluated on the GoPro dataset [7].

Methods MRLPFNet w/o low-pass filter MRLPFNet w/ [5] MRLPFNet

PSNRs 33.01 33.42 33.50
SSIMs 0.9616 0.9649 0.9650

5. More Experimental Results
In this section, we provide more visual comparisons with state-of-the-art methods to demonstrate the effectiveness of the

proposed method in Figures 3-13.

(b) Blurry patch (c) GT patch (d) MPRNet [15] (e) MIMO-UNet [2] (f) DeepRFT [6]

(a) Blurry input (g) NAFNet [1] (h) Restormer [14] (i) Restormer-L [3] (j) Stripformer [11] (k) MRLPFNet

Figure 3. Example from the GoPro dataset [7]. The competing methods [15, 2, 1, 14, 3, 11] are less effective in generating clear images,
where the restored characters in (d)-(e) and (g)-(j) still contain the blur effects. In contrast, the proposed approach obtains a better-deblurred
image with clearer license plate numbers.

(b) Blurry patch (c) GT patch (d) MPRNet [15] (e) MIMO-UNet [2]

(a) Blurry input (f) MAXIM [12] (g) Restormer [14] (h) Uformer [13] (i) MRLPFNet

Figure 4. Example from the GoPro dataset [7]. The results generated by [15, 2] have severe artifacts as shown in (d)-(e). For the evaluated
methods [12, 14, 13], the restored cars in (f)-(h) still contain some blur effects. However, the proposed method is able to generate a much
clearer image as shown in (i).



(b) Blurry patch (c) GT patch (d) MPRNet [15] (e) MIMO-UNet [2]

(a) Blurry input (f) MAXIM [12] (g) Restormer [14] (h) Uformer [13] (i) MRLPFNet

Figure 5. Example from the GoPro dataset [7]. The result restored by [2] still has some blur effects as shown in (e). The methods [15, 12,
14, 13] can remove the blur, but some details are smoothed as shown in (d) and (f)-(h). In contrast, the proposed approach is more effective
in preserving fine-scale structures as shown in (i).

(b) Blurry patch (c) GT patch (d) MPRNet [15] (e) MIMO-UNet [2]

(a) Blurry input (f) Restormer [14] (g) Restormer-L [3] (h) Stripformer [11] (i) MRLPFNet

Figure 6. Example from the HIDE dataset [9]. The results (f)-(g) generated by [14, 3] have some blur effects. The deblurred images
by [15, 2, 11] have obvious visual distortion, where the stripes of the clothes are not restored well as shown in (d)-(e) and (h). In contrast,
the proposed method generates a clearer image with better details as shown in (i).

(b) Blurry patch (c) GT patch (d) MPRNet [15] (e) MIMO-UNet [2]

(a) Blurry input (f) DeepRFT [6] (g) Restormer [14] (h) Stripformer [11] (i) MRLPFNet
Figure 7. Example from the HIDE dataset [9]. The evaluated methods [15, 2, 6, 14, 11] do not effectively remove the blur effects from the
blurry input as shown in (d)-(h). In contrast, the proposed approach generates a better-deblurred image with clearer stripes of the T-shirt as
shown in (i).



(b) Blurry patch (c) GT patch (d) MPRNet [15] (e) MIMO-UNet [2]

(a) Blurry input (f) Restormer [14] (g) Restormer-L [3] (h) Stripformer [11] (i) MRLPFNet
Figure 8. Example from the HIDE dataset [9]. Compared to the results restored by [15, 2, 14, 3, 11] in (d)-(h), the proposed method is
more effective in generating a clear image and preserving fine-scale structures as shown in (i).

(b) Blurry patch (c) GT patch (d) MPRNet [15] (e) Restormer [14]

(a) Blurry input (f) MPRNet-L [3] (g) Restormer-L [3] (h) Stripformer [11] (i) MRLPFNet
Figure 9. Example from the HIDE dataset [9]. The methods [14, 3] do not effectively remove the blur effects as shown in (e)-(f). The
details in (d) and (g)-(h) obtained by [15, 3, 11] are over-smoothed. In contrast, the proposed method generates a clearer image with better
structural details as shown in (i).

(b) Blurry patch (c) GT patch (d) SRN [10] (e) DeblurGANv2 [4]

(a) Blurry input (f) MIMO-UNet+ [2] (g) DeepRFT+ [6] (h) Stripformer [11] (i) MRLPFNet

Figure 10. Example from the RealBlur dataset [8]. The evaluated methods [10, 4, 2, 6, 11] are less effective in generating clear results
as shown in (d)-(h). In contrast, the proposed approach is able to restore a clear result (i) from the blurry input, where the license plate
numbers are recovered well.



(b) Blurry patch (c) GT patch (d) SRN [10] (e) DeblurGANv2 [4]

(a) Blurry input (f) MIMO-UNet+ [2] (g) DeepRFT+ [6] (h) Stripformer [11] (i) MRLPFNet

Figure 11. Example from the RealBlur dataset [8]. Compared to the results in (d)-(h), our approach is more effective in obtaining a better-
deblurred image with clearer characters as shown in (i).

(b) Blurry patch (c) GT patch (d) SRN [10] (e) DeblurGANv2 [4]

(a) Blurry input (f) MIMO-UNet+ [2] (g) DeepRFT+ [6] (h) Stripformer [11] (i) MRLPFNet
Figure 12. Example from the RealBlur dataset [8]. The results by [10, 4] in (d)-(e) contain significant artifacts. The methods [2, 6, 11]
oversmooth fine-scale structures in (f)-(h). Compared to existing methods, the proposed approach can effectively preserve finer details in
(i), where clearer license plate numbers are recovered.

(b) Blurry patch (c) GT patch (d) SRN [10] (e) DeblurGANv2 [4]

(a) Blurry input (f) MIMO-UNet+ [2] (g) DeepRFT+ [6] (h) Stripformer [11] (i) MRLPFNet
Figure 13. Example from the RealBlur dataset [8]. Compared to the results in (d)-(h), the proposed method recovers a much clearer image
as shown in (i).
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