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1. Encoding ratio vs. condition interpolation ratios.

As stated in Sec 4.2 in the main manuscript, different editing methods often have hyper-parameters to control the trade-off between fidelity and editability. Besides the masking threshold used in the quantitative experiments, DDIM encoding ratio and the condition interpolation ratio can also control the trade-off. Firstly, for DiffEdit [1], we fix the mask threshold and perform image editing under different encoding ratios. As shown in Fig. 1 (second line), when the encoding ratio (er > 0.7), we can observe that one leg is removed even though the automatically generated mask is accurate enough for localizing the editing region. When decreasing er to 0.6 or 0.65, although the original shape is preserved well, the editability is not enough (e.g., the color is close to sorrel instead of black). Therefore, controlling er fails to achieve the desired modification.

Then we set er = 0.8 and vary the condition interpolation ratio \( \eta \). As shown in the first line, when \( \eta = 0.75 \), the shape is preserved well, and the characteristics of zebras are also more significant. The qualitative result shows that condition interpolation ratio \( \eta \) and encoding ratio (er) control the trade-off differently, and we can obtain a better trade-off by adjusting \( \eta \).

2. Optimizing conditional embeddings with different initialization

In our proposed Prompt Tuning Inversion method, we encode the information of the input image into a learnable conditional embedding via prompt tuning in the reconstruction process. We initialize the learnable embedding in different ways and the experimental results are listed in Fig. 2. We can observe that using target embedding results in the best trade-off. We conjure that this can make the optimized conditional embedding close to the target embedding in the semantic space, which benefits the linear interpolation between them.

3. Ablation on the DDIM encoding ratio

In this section, we test the performance of three methods under different encoding ratios. Fig. 3 shows the compar-
ison of different methods under the same encoding ratio. Fig. 4 shows the comparison of the same method under different encoding ratios.

4. Comparison of reconstruction quality.

As stated in the main manuscript, when using DDIM inversion, enlarging the classifier-free guidance scale \( \omega_{dec} \) leads to the problem that the reconstructed images are far from the original ones. To examine the effectiveness of our method, we provide a similar table below for DDIM, NTI [3], and PTI in terms of reconstruction quality. \( \omega_{enc} = 0 \) for all methods. PTI achieves descent PSNR under large guidance scales \( \omega_{dec} \), which further strengthens our method.

5. Ablation on other hyper-parameters.

We also perform ablation on two core components of our method, i.e., the interpolation ratio \( \eta \) and the learning rate \( \beta \) in PTI, to measure their influence in terms of CSFID-LPIPS on ImageNet. When \( \eta = 1 \) or \( \beta = 0 \), our method reverts to the baseline method DDIM-Edit. The left panel of Fig. 5 shows decreasing \( \eta \) from 1.0 to 0.9 leads to a better CSFID-LPIPS trade-off but lower ratios result in a worse balance between editability and fidelity. When we fix \( \eta \) as 0.9 and decrease \( lr \) from 0.1 to 0.05 or 0.01, the trade-off also becomes worse.

6. More qualitative examples.

More challenging examples are provided in Fig. 6, e.g., changing sitting dog to jumping (col. 5), changing horse to giraffe (col. 6), or changing style (col. 2). PTI achieves impressive editing on cases where NTI fails (e.g., cols. 5 and 11). PTI also preserves the background better in some cases (e.g., NTI mistakenly turns the branch into Lego in col. 7 while PTI does not). However, not using attention is not always an advantage: the proposed PTI preserves less structure than NTI. For example, the shape of the tree in the col. 2, the face directions of the horse.
Figure 5. **Left**: ablation on the interpolation ratio $\eta$. **Right**: ablation on the learning rate $\text{lr}$ (i.e., $\beta$) in Prompt Tuning Inversion.

(a) encoding ratio = 0.8
(b) encoding ratio = 0.9

Figure 6. Visual comparisons with Null-text (NTI) [3] and Imagic [2]. In the figure above, CLIPScore is provided under each image.
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