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1. Hungarian Algorithm

In our method, the positive pairs are mined by formu-
lating the instance association between X and Y as a
maximum-weight bipartite matching problem. Let π ∈
Rm×n be a boolean association matrix, where πij = 1 if
xi and yj are matched; otherwise, πij = 0. The cost of
matching xi and yj is defined as the cosine distance be-
tween them, i.e., cij = 1 − xi · yj . One of our insights is
that if the association matrix is optimal, the total matching
cost should be minimum, which is formulated as:

min
π

∑
ij
cijπij

s.t.
∑

j
πij = 1, i ∈ {1, 2, . . . ,m}∑

i
πij = 0 or 1, j ∈ {1, 2, . . . , n}

(1)

This is a linear assignment problem, which can be solved
by the Hungarian algorithm. Please refer to [8, 1, 13] for
the details of Hungarian algorithm. In fact, the Hungarian
algorithm have been implemented in the package ”scipy”.
The pseudo code of solving the optimal matrix π∗ is:

Listing 1. The python code of solving optimal matrix π∗

from scipy.optimize import linear_sum_assignment
import numpy as np

def solver(cost_matrix):
"""
cost_matrix: the dimensions are [m, n], m <= n
return: the optimal strategy
"""
m, n = cost_matrix.shape
optimal_matrix = np.zeros((m, n))
temp, _ = linear_sum_assignment(cost_matrix)
for i in range(m):

optimal_matrix[i] = temp[i]
return optimal_matrix

∗ Corresponding author

Method Data size Market-1501 MSMT17 CUHK03
R1 mAP R1 mAP R1 mAP

TrackContrast [6] ∼15.4M 72.7 36.2 – – – –
Ours ∼15.4M 81.4 58.6 41.3 18.3 21.9 23.2

LUP† [2] ∼4.2M 3.3 1.0 0.3 0.1 0.1 0.5
Ours ∼4.2M 61.8 33.5 24.5 8.1 9.3 10.1

LUPnl† [3] ∼40.6M 13.8 3.8 0.6 0.2 0.4 0.8
Ours ∼10.6M 80.3 56.1 39.9 17.2 20.3 21.7

CycAs [17] ∼47.8M 80.3 57.5 43.9 20.2 25.8 26.5
Ours ∼47.8M 85.1 65.1 45.7 21.2 26.1 27.4

Table 1. Comparisons with several unsupervised algorithms based
on the same-sized training data.

2. Comparison v.s. Data Size
To further show the effectiveness of our method, we

compare our method with several unsupervised algorithms
based on the same-sized training data, including TrackCon-
trast [6], LUP [2], LUPnl [3] and CycAs [17]. The results
are shown in Table 1. It can be seen that our method sig-
nificantly outperforms these methods. For example, our
method outperforms TrackContrast [6] by 8.7% Rank-1 on
Market-1501. These results demonstrate the effectiveness
of our method when serving as an unsupervised method for
the ReID task.

3. Cloth-Changing Setting
To further verify the effectiveness of our method, we

conduct experiments on the cloth-changing ReID dataset
LTCC [14]. The results are reported in Table 2.

LTCC [14] contains 17,119 images from 152 identities.
Each identity contains 112 images on average. It includes
different viewpoints, backgrounds, and occlusions. Each
identity may wear different clothes, and different people
may wear the same clothes.

Compared to supervised methods under the intra-
domain evaluation. As far as we know, there are no methods
to conduct experiments on cloth-changing datasets under
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Methods Sup. Training set Cross-domain
Evaluation

LTCC
R1 mAP

PCB [16] ✔ LTCC ✘ 65.1 30.6
HACNN [10] ✔ LTCC ✘ 60.2 26.7
GI-ReID* [7] ✔ LTCC ✘ 63.2 29.4

BOT [12] ✔ M+D+C3+MT ✔ 60.6 26.9
Ours (R50) ✘ Unsup-videos ✔ 65.7 31.6
Ours (Swin) ✘ Unsup-videos ✔ 68.8 34.7

Table 2. Results on the cloth-changing dataset LTCC [14]. ”Sup.”
indicates the method is supervised or unsupervised. “*” indicates
that what we report is the result when GI-ReID uses ResNet50 as
the backbone. “Unsup-videos” indicate our large-scale unlabeled
video dataset. M: Market-1501 [20], D: DukeMTMC [15], C3:
CUHK-3 [9], MT: MSMT17 [19].

the domain generalizable settings. Therefore, we mainly
compare our method with three supervised methods, i.e.,
PCB [16], HACNN [10] and GI-ReID [7], which are tested
under the intra-domain evaluation settings. For example,
when testing PCB on the LTCC dataset, the model is trained
using the training set of LTCC. We can see that our method
shows superior performance than PCB, HACNN, and GI-
ReID. For example, on LTCC, our method outperforms
PCB, HACNN, GI-ReID in terms of the Rank-1 score.
Especially, with Swin-Transformer as the backbone, our
method outperforms PCB, HACNN and GI-ReID by 3.7%,
8.6%, and 5.6% Rank-1 on LTCC, respectively. Note that
our method is trained by large-scale videos in an unsuper-
vised manner. In our training data, the clothing of a pedes-
trian hardly changes. It is satisfactory that our method can
achieve such results when directly tested on cloth-changing
datasets. This demonstrates that our method not only learns
the clothes information of a pedestrian but also other dis-
criminative information for the pedestrian representation.

Compared to supervised methods under the cross-
domain evaluation. We also compared our method with
a strong supervised baseline BOT [12] under the cross-
domain evaluation. The BOT is trained using the combina-
tion of Market-1501[20], DukeMTMC [15], CUHK03 [9],
and MSMT17 [19] and directly tested on the cloth-changing
dataset LTCC. We can see that, with ResNet50 backbone,
our method outperforms BOT by 5.1% Rank-1 on LTCC,
respectively. The gap is further widened when adopting
the more data-hungry Swin-Transformer [11]. This shows
that our method learns a more domain-generalizable per-
son representation. More importantly, the results verify that
applying unsupervised contrastive learning on the domain-
diverse large-scale unlabeled data is indeed one of the
valuable directions for domain-generalizable ReID, which
learns a domain-generalizable person representation even
better than some supervised methods trained with limited
training data.

4. Comparisons with MoCo [4]
Here, we conduct experiments to compare our method

with the conventional unsupervised contrastive learning
method MoCo [4]. Note that for fair comparisons, both
our method and MoCo use the same training data, i.e.,
our collected videos. The experiments are conducted
under domain-generalizable settings. The backbone is
ResNet50 [5].

To illustrate the superiority of our method in more detail,
we conduct experiments with two versions of MoCo:

• The original MoCo: adopt the framework in [4] that
regards two augmented views of an image as a positive
pair.

• The improved MoCo: adopt our proposed frame-
work that considers inter-frame images belonging to
the same identity as positive pairs.

We report related results in Table 3, from which we can
make several observations.

• The improved MoCo outperforms the original MoCo
by a large margin (e.g., +44.3% Rank-1 in Market-
1501 [20]). This demonstrates the effectiveness of our
proposed framework for the ReID task. The original
MoCo enforces the model to learn a unique represen-
tation for each image, learning to instance discrimina-
tion, which conflicts with the objective of ReID. Our
framework requires inter-frame images with the same
identity to have similar representations, which aligns
with the ReID required identity discrimination.

• Our method outperforms the improved MoCo by a
significant margin (e.g., +30.3% Rank-1 in Market-
1501). The biggest difference between them is that our
method utilizes the proposed reliability-guided con-
trastive loss LRC. The result demonstrates that our
LRC can effectively suppress the adverse impact of
mined noisy positive pairs and learn more identity-
discriminative representations.

5. Ablation Study
5.1. Data Augmentation

As described in the main text, suitable data augmenta-
tions benefit unsupervised contrastive learning. Here, we
study the impact of data augmentations on our method. We
select three commonly used data augmentations in super-
vised ReID methods to explore, i.e., random horizontal flip-
ping, random color jittering, and random erasing [21]. We
report the results in Table 4. From the results, we can make
several observations. (1) Comparing row-1 and row-2, we
can see that random horizontal flipping slightly improves



Methods
Protocol-1 Protocol-2

Market-1501 MSMT17 CUHK03 PRID GRID VIPeR iLIDs
R1 mAP R1 mAP R1 mAP R1 mAP R1 mAP R1 mAP R1 mAP

MoCo∗ [4] (Original) 10.5 2.6 0.5 0.2 0.3 0.7 6.5 10.9 2.8 6.9 4.0 7.5 38.8 46.4
MoCo† [4] (Improved) 54.8 32.5 18.5 6.7 10.4 9.9 46.5 59.4 33.0 44.5 39.7 50.4 75.3 81.6

ISR (Ours) 85.1 65.1 45.7 21.2 26.1 27.4 59.7 70.8 55.8 65.2 58.0 66.6 87.6 91.7
∗ Original MoCo: regarding two augmented views of an image as a positive pair
† Improved MoCo: adopting our proposed framework, i.e., constructing positive pairs from inter-frame images

Table 3. Comparison with MoCo under DG settings. The original MoCo adopts the framework in [4] that regards two augmented views
of an image as a positive pair. The improved MoCo adopts our proposed framework that considers inter-frame images belonging to the
same identity as positive pairs. We can make several observations: (i) the comparisons between the improved MoCo and the original MoCo
demonstrate the effectiveness of our proposed framework; (ii) the comparisons between our method and the improved MoCo demonstrate
the effectiveness of our proposed reliability-guided contrastive loss LRC.

# HF CJ RE Market-1501 MSMT17 CUHK03
R1 mAP R1 mAP R1 mAP

1 ✗ ✗ ✗ 78.2 54.6 38.5 17.5 22.7 23.6
2 ✓ ✗ ✗ 79.1 56.1 39.4 18.3 23.8 24.5
3 ✗ ✓ ✗ 83.5 62.7 43.9 20.2 25.0 26.9
4 ✓ ✓ ✗ 85.1 65.1 45.7 21.2 26.1 27.4
5 ✓ ✓ ✓ 81.7 60.9 40.5 18.6 21.0 22.7

Table 4. Ablation study of data augmentation under the domain generalizable settings. The backbone is ResNet50. HF: random horizontal
flipping; CJ: random color jittering; RE: random erasing [21].

the performance. (2) Comparing row-1 and row-3, it can
be seen that random color jittering significantly improves
the performance. For example, on Market-1501, the Rank-
1 and mAP are improved by 5.3% and 8.1%, respectively.
This is because that random color jittering can effectively
enrich the diversity of domain distributions in training data
and strengthen the contrastive information between positive
pairs, improving the generalization of the learned represen-
tation. (3) Combining random horizontal flipping and color
jittering, the performance further improved, which is the
data augmentation approach used in our paper. (4) Compar-
ing row-4 and row-5, we find that random erasing degrades
the performance of our method. This may be because, af-
ter random erasing, similarities between images belonging
to the same identity are greatly reduced, making the mined
positive pairs error-prone. At the same time, the differences
between the reliability scores decrease, which degrades the
proposed reliability-guided contrastive loss LRC.

5.2. Hyper-parameter τ

As described in Eq.1 in the main text, the reliability score
of a positive pair is formulated as:

p(xi) =

∑n
j=1 π

∗
ij exp(xi · yj/τ)∑n

j=1 exp(xi · yj/τ)

where τ is the temperature hyper-parameter. τ is a key fac-
tor to the reliability score. If τ is too large, the reliability

score of a positive pair will be small even if its correspond-
ing samples are very similar. If τ is too small, the reliability
score of the positive pair will be sharpened to be close to 0
or 1, resulting in that LRC approximates to 0. Very small
τ loses a lot of information useful for training and compro-
mises the effectiveness of contrastive learning. The selec-
tion of τ should be related to the number of instances in Y .
Following [18], we adopt a batch-related τ :

τbr =
ϵ

log(n+ 1)
(2)

where n is the number of instances in Y and ϵ = 0.4.
We compare τbr and fixed τ and report the results in Ta-
ble 5. We can make several observations. (1) When τ grad-
ually decreases from 0.091 to 0.040, the performance de-
creases accordingly. This shows too small τ degrades the
contrastive learning. (2) When τ increases from 0.091 to
0.200, the model is crashed. This shows too large τ is fatal
for our method. (3) Finally, batch-related τbr achieves the
best performance. Note that such a τbr is also adaptive to
different batch sizes. When using the Swin-Transformer as
the backbone, it also works.

5.3. Hyper-parameter k

As described in Sec.3.3 in the main text, for xi, we se-
lect k hard negative samples from the representation queue
to perform the contrastive loss LQ. Here, we vary the size



Market-1501 MSMT17 CUHK03
R1 mAP R1 mAP R1 mAP

τ = 0.200 – – – – – –
τ = 0.091 84.6 64.4 44.8 21.0 25.9 27.2
τ = 0.067 81.9 60.8 43.0 19.9 22.9 23.6
τ = 0.050 72.1 48.9 33.5 13.8 15.1 15.8
τ = 0.040 62.3 39.4 26.1 10.1 9.8 11.0

τbr 85.1 65.1 45.7 21.2 26.1 27.4

Table 5. Ablation study of temperature hyper-parameter τ . The backbone is ResNet50. When τ = 0.200, the model crashes with NAN
parameters.

Market-1501 MSMT17 CUHK03
R1 mAP R1 mAP R1 mAP

k = 3 85.8 65.3 46.2 21.7 25.4 26.8
k = 5 85.1 65.1 45.7 21.2 26.1 27.4
k = 10 85.1 63.8 45.5 21.3 27.3 28.1
k = 15 84.3 63.8 45.2 21.1 26.8 27.9
k = 20 84.3 63.2 44.5 20.4 26.6 27.4

Table 6. Ablation study of temperature hyper-parameter k. The backbone is ResNet50.

of k to investigate how the performance changes. We con-
duct experiments under the domain generalizable settings
and adopt ResNet50 as the backbone. We report the results
in Table 6. From the results, we can see that our method
is robust to the hyper-parameter k. When k varies from 3
to 20, the changes in the results are limited, especially on
CUHK03 [9]. One observation is that when k increases,
the performance on Market-1501 [20] and MSMT17 [19]
drops. This may be because when k increases, the role of
extremely hard negative samples is gradually weakened. Fi-
nally, to balance the performance of these datasets, we set
k = 5 in our experiments.

6. Performance vs. Model complexity
Here, we investigate how the complexity of the model

affects performance. We select four models with in-
creasing complexity as the backbones, i.e., ResNet18 [5],
ResNet34 [5], ResNet50 [5] and Swin-Transformer [11].
Experiments are conducted under domain-generalizable
settings. We report the results in Table. 7. We can
make several observations from the results: (1) ResNet18,
ResNet34, and ResNet50 are from the same family. Com-
parisons between them can better illustrate the impact of
the model complexity on performance. We can see that
when the model complexity increases, the performance ac-
cordingly increases. (2) Swin-Transformer is a more com-
plex and advanced architecture. The superiority of the
Swin-transformer is significantly obvious. For example,
our method with Swin-transformer backbone outperforms
our method with ResNet50 backbone by 1.9%, 10.7% and
10.5% Rank-1 on Market-1501, MSMT17 and CUHK03,
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Figure 1. Time cost vs. data scale on ResNet50 backbone. We
use 4×NVIDIA 3090 GPU with 2× AMD EPYC 7742 CPU. The
training cost of method scales approximately linearly with the data
size, making it feasible to utilize large-scale data for training.

respectively. This shows that data-hungry architectures are
more suitable for our method, which can make better use of
large-scale training data.

7. Time cost vs. Data size

In this part, we conduct experiments to show that the
training cost of our method is roughly linear with the data
size. We adopt ResNet50 as the backbone and adopt dis-
tributed training on 4×NVIDIA 3090 GPU with 2× AMD
EPYC 7742 CPU. We vary the training data size from
256× 104 to 4096× 104 to see how the time cost changes.
The results are reported in Figure 1. From the results, we
can see that the training cost of our method scales approx-
imately linearly with the size of the data. This makes it
possible to drive large-scale data for training.



Backbone Params Flops Market-1501 MSMT17 CUHK03
R1 mAP R1 mAP R1 mAP

ResNet18 1.99× 109 10.9M 80.8 56.5 39.7 16.7 20.9 22.3
ResNet34 3.65× 109 20.5M 83.6 62.9 43.6 19.7 25.8 26.9
ResNet50 4.06× 109 23.4M 85.1 65.1 45.7 21.2 26.1 27.4

Swin-Transformer 1.50× 1010 83.2M 87.0 70.5 56.4 30.3 36.6 37.8

Table 7. Performance vs. Model complexity. The more complex and advanced the model, the higher the performance.

Figure 2. Activation maps when adopting ResNet50 as the backbone. Images are randomly selected from the query set of Market-1501. It
can be seen that our method focuses on the foreground region of pedestrians, effectively ignoring the negative effect of the background.

8. Activation Maps

A generalizable and robust person ReID model should
focus on the pedestrian regions in images and effectively
ignore the background. To further verify that the model
learned by our method has this property, we investigate the
activation maps of the images. Specifically, give an image
I , we input it into the model (ResNet50) to obtain the fea-
ture maps F ∈ Rd×h×w, where d, h and w are the channels,
height and width of the feature maps. We regard the norm of
the vector at each spatial position as the corresponding acti-
vation value. For example, for a spatial position (x, y) in the
feature maps, its activation value is A(x, y) = ∥F (x, y)∥2,

where A ∈ Rh×w is the activation map. Then the elements
in the activation map are mapped to [0, 1]:

Â =
A− amin

amax − amin
(3)

where amax and amin are the maximum and minimum val-
ues in A, respectively. We randomly select many images
from the query set of Market-1501 and visualize their Â in
Figure 2. For almost all selected images, we can see that
the region where the model is activated is the pedestrian
region. This shows that our learned model focuses on the
foreground region of pedestrians, effectively ignoring the
negative effect of the background. Note that our model is
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Figure 3. Retrieval examples of our method on Market-1501 with ResNet50 as the backbone. Red/green boxes indicate the true/false
matches in the gallery. Note that the false matches are hard samples.

query gallery query gallery

True match False match

Figure 4. Retrieval examples of our method on Market-1501 with Swin-Transformer as the backbone. Red/green boxes indicate the
true/false matches in the gallery. Note that the false matches are hard samples.

trained without any identity and foreground labels. We con-
sider such results to be very gratifying and satisfying.

9. Retrieval Examples
Here, we show some retrieval examples on Market-

1501 [20] under the domain generalizable settings. We
adopt ResNet50 and Swin-Transformer as the backbone and
report the results in Figure 3 and Figure 4, respectively. We

can see that our method can effectively retrieve positive im-
ages in the gallery. This shows that our method learns the
fundamental concept of pedestrian representation. More-
over, the retrieved false matches are very similar to the
query, and some are even difficult to distinguish manually.
Therefore, we consider the retrieval results to be satisfac-
tory.
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