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A. Overall pseudo-code of PØDA

Algorithm 2 presents the high-level pseudo-code of
PØDA: from source-only training as model initializa-
tion, to prompt-driven feature augmentation, to zero-
shot model adaptation.

B. Experimental details

Feature augmentation. PIN operates on image fea-
tures. For augmentation, we optimize (µ,σ) of source
feature map fs; it is done in batches for the sake of
speed. We fix the batch size b = 16 and the learning
rate lr = 1.0.
Style mixing. In the discussion of PØDA (Sec. 4.4
and Tab. 7), we presented the performance gains that
style-mixing [6] brings to our method in three settings.
By randomly mixing original and augmented statistics,
we introduce certain perturbations to the final aug-
mented features. The mixed statistics µmix,σmix are
given by:

µmix = αµt + (1−α)µs , (4)
σmix = ασt + (1−α)σs , (5)

where α ∈ Rc are per-channel mixing weights uni-
formly sampled in [0, 1], similarly to [6]; multiplications
are element-wise. Finally, the augmented features are
computed as follows:

fs�t = PIN(fs,µmix,σmix), (6)

with prompt-driven instance normalization PIN defined
in Eq. 2.

C. Additional experiments

Effect of style mining initialization. In our
feature optimization step, we initialize (µ,σ) with
(µ(fs), σ(fs)). In Tab. 12, we report results using differ-
ent initialization strategies. Starting from pre-defined
or random initialization, instead of from original statis-
tics, degrades badly the performance. As we do not use

Algorithm 2: Prompt-driven Zero-shot DA
Input: Source dataset Ds = {(xs,ys)}

CLIP encoders Eimg and Etxt

Target domain description TrgPrompt
Feature backbone Mfeat ←− Eimg

Source model: M = (Mfeat,Mcls)
Result: Target-adapted model M ′ = (Mfeat,M

′
cls)

// Initialization
1 TrgEmb = Etxt(TrgPrompt)
2 Mcls ← train(Mcls,Ds) ▷ source-only training

// Feature Augmentation
3 Fs ← feat-ext(Mfeat, {xs})
4 Ss→t ← augment(Fs,TrgEmb)

// Adaptation
5 M ′

cls ← fine-tune(Mcls,Fs,Ss→t, {ys})
▷ fine-tuning

µ0 σ0 mIoU

µ(fs) σ(fs) 25.03±0.48

0 1 8.59±0.82

∼ N (0, I) ∼ N (0, I) 6.80±0.92

Table 12: Effect of style initialization. Perfor-
mance (in mIoU) of PØDA on ACDC-Night val set
(Cityscapes as source), with different style statistics
initializations. Starting from source images’ statistics
works substantially better.

any regularization term in the CLIP cosine distance
loss, we argue that initializing the optimized statistics
with those of the source images is a form of regulariza-
tion, favoring augmented features in a neighborhood of
f̄s and better preserving the semantics.
Optimization steps. In all our experiments, 100 it-
erations of optimization are performed for each batch
of source features. We show in Fig. 7 the effect of the
total number of iterations. We see an inflection point
at around 80-100 iterations. Using few iterations is not
sufficient for style alignment. Above 100, we also ob-
serve a performance drop. We refer to [3] and argue
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Figure 7: Effect of the number of optimization
iterations. Performance (mIoU %) of PØDA adapta-
tion from Cityscapes to ACDC-Night as a function of
the number of statistics optimization iterations. The
values are averages over 5 runs and the bars represent
the standard deviation.

Figure 8: Per-channel optimized statistics. Distri-
butions of the first 20 channels of the optimized statis-
tics of µ (Left) and σ (Right). Each boxplot shows
the interquartile range (IQR) that contains 50% of the
data: Its bottom and top edges delimit the first and
third quartiles respectively. The horizontal line inside
the box denotes the data median. The whiskers extend
from the edges of the box to the furthest point within
1.5 times the IQR, in each direction. Outlier points be-
yond these limits are individually plotted (diamonds).

for the “over-stylization” problem in this case.
Diversity of optimized statistics. To verify that
the global statistics — optimized for the same number
of iterations with the same TrgPrompt but from differ-
ent starting anchor points f̄s — are diverse, we show
in Fig. 8 the boxplots of optimized parameters on the
first 20 channels of fs→t (for prompt “driving at night”).
Training from scratch on augmented features.
In PØDA, we start with a source-only trained model
(Algorithm 2, line 2) then we fine-tune it on aug-
mented features (Algorithm 2, line 5). This is the
general setting for domain adaptation. However, since
our method performs domain adaptation under the as-
sumption of label preservation, we also experimented

Method Night Snow Rain GTA5

PØDA no src pretrain 22.46 36.73 39.70 39.57

PØDA 25.03 43.90 42.31 41.07

Table 13: Importance of source-only pre-
training. Semantic segmentation performance (mIoU
%) of PØDA vs. its variant without source-only
training, when adapting from Cityscapes to ACDC
Nigt/Snow/Rain and to GTA5.

ACDC Night Nighttime
Driving [2] NightCity [5]

Source-only 18.31±0.00 29.61±0.00 25.63±0.00

PØDA 25.03±0.48 33.98±0.61 28.90±0.61

Table 14: PØDA at night. Segmentation perfor-
mance (mIoU %) of PØDA adapted from Cityscapes
to nighttime with TrgPrompt = “driving at night”, on
three different night-time driving datasets.

training the model from scratch on augmented features.
The results (Tab. 13) show the importance of the first,
source-only training step.
Testing PØDA on other datasets. PØDA does
not use target datasets at any point in training. Al-
though there is no reason for the improvements ob-
served to be specific for the datasets we test on, we
show in Tab. 14 the performance of the model adapted
using “driving at night” on two additional night-time
driving scenes datasets:

• Nighttime Driving [2] test set, which consists of
50 annotated images of night driving scenes, with
resolution of 1920× 1080.

• NightCity [5], which is a large dataset of 4297
night-time driving scenes collected from many
cities around the world; We tested on the vali-
dation/testing set, which consists of 1299 images
of resolution 1024× 512.

D. Class-wise performance

We report class-wise IoUs in Tab. 15.

E. PØDA for Object Detection

Here, we share the implementation details for our
object detection experiments (Sec. 5 and Tab. 10).
We used the implementation of Faster R-CNN [4] from
the MMDetection library.1 With Cityscapes as source

1https://github.com/open-mmlab/mmdetection
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mIoU%

CS

TrgPrompt = “driving at night”

ACDC
Night

source-only 70.42 18.32 43.83 6.11 17.08 23.52 24.51 19.76 39.74 6.11 0.78 21.62 8.96 23.08 2.53 0.00 3.27 8.42 9.87 18.31±0.00

CLIPstyler 73.96 23.26 42.16 3.31 7.21 35.49 23.34 19.01 45.41 8.81 27.87 21.06 8.48 38.17 1.84 0.00 11.54 10.38 4.89 21.38±0.36

PØDA 77.54 26.90 42.71 13.51 21.36 33.52 23.70 21.73 39.91 9.51 19.40 28.80 11.85 50.89 10.14 0.00 20.76 8.76 14.50 25.03±0.48

TrgPrompt = “driving in snow”

ACDC
snow

source-only 70.47 23.50 63.80 17.96 27.36 38.52 56.26 45.00 83.00 10.75 83.65 47.73 0.72 61.42 21.87 5.90 21.58 35.83 31.01 39.28±0.00

CLIPstyler 74.29 31.25 69.17 15.21 25.21 36.83 44.79 42.56 76.87 11.07 91.48 53.23 0.13 67.66 23.88 9.14 36.48 42.67 28.76 41.09±0.17

PØDA 75.40 34.61 75.22 26.77 27.34 35.20 52.68 44.37 82.01 14.16 93.72 50.51 0.99 69.11 26.64 2.72 46.98 42.64 33.09 43.90±0.53

TrgPrompt = “driving under rain”

ACDC
rain

source-only 74.10 31.98 63.07 15.08 23.92 41.31 50.12 44.43 79.93 22.07 87.45 47.99 4.39 68.92 10.35 18.52 13.64 7.03 21.58 38.20±0.00

CLIPstyler 73.71 36.09 68.91 3.77 16.99 36.94 39.75 36.44 78.21 20.64 91.79 40.34 9.65 74.54 13.16 20.33 12.73 14.06 18.26 37.17±0.10

PØDA 76.60 38.52 78.01 15.02 22.53 40.33 45.39 41.40 86.85 37.97 96.46 50.39 6.35 74.19 19.19 7.98 22.06 21.04 23.65 42.31±0.55

TrgPrompt = “driving in a game”

GTA5
source-only 68.72 22.65 78.79 36.81 17.31 39.66 39.33 14.84 72.61 22.53 87.31 57.50 26.14 74.29 44.57 20.45 0.00 18.30 10.35 39.59±0.00

CLIPstyler 73.06 29.89 77.86 25.50 11.69 39.72 35.88 24.04 67.38 12.75 88.77 46.58 33.38 72.03 42.79 11.12 0.00 28.84 14.61 38.73±0.16

PØDA 73.93 22.69 78.82 37.52 14.17 36.97 33.14 17.34 72.44 26.22 88.85 62.69 37.04 74.33 43.03 11.91 0.00 35.33 13.91 41.07±0.48

TrgPrompt = “driving”

GTA5 CS
source-only 58.97 20.92 72.84 16.53 24.58 31.37 34.77 23.62 82.12 17.04 66.28 63.46 14.72 81.27 20.83 17.19 4.68 20.57 19.56 36.38±0.00

CLIPstyler 66.70 23.63 64.12 5.08 3.66 20.67 19.31 18.10 81.68 12.36 81.04 54.64 0.52 73.47 20.65 22.30 4.03 15.79 10.73 31.50±0.21

PØDA 84.34 36.73 79.43 18.33 16.54 36.93 38.45 33.81 82.44 19.14 75.90 62.65 16.47 75.48 15.68 19.57 11.28 16.53 21.76 40.08±0.52

Table 15: Zero-shot domain adaptation in semantic segmentation. Performance (mIoU%) of PØDA com-
pared against CLIPstyler [3] and source-only baseline. Results are grouped by source domain and target domain
with associated TrgPrompt . CS stands for Cityscapes [1]. This table provides details of the main results in Tab. 2.

dataset, we trained all models for 8 epochs using the
SGD optimizer with 0.9 momentum and 1e−4 weight
decay. The initial learning rate lr is set as 1e−2 and is
dropped by a factor of 10 after the 7th epoch; the same
lr scheme is used in source only and PØDA trainings.
With Day-Sunny split of the DWD dataset as source,
models are trained for 20 epochs using a similar SGD
optimizer. When training on source, the learning rate
starts at 1e−3 and drops at the 9th epoch to 1e−4;
in PØDA training, the learning rate is ten times less.
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