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Abstract

This document is the supplementary material of ”Flexi-
ble Visual Recognition by Evidential Modeling of Confusion
and Ignorance”. We provide results of flexible recognition
on hybrid datasets, more synthetic experiments, the result
on an imbalanced set, and more qualitative results.

1. Flexible Recognition on Hybrid Datasets

This part intends to provide a more intuitive impression
of our method on a hybrid dataset that contains both closed-
and open-class samples. To be more specific, the hybrid
dataset is composed of closed CIFAR-10 [2] and open Im-
ageNet (crop) [3] datasets, which simulates a potential sce-
nario for real-world recognitions. Both two datasets contain
10000 images.

Recall the requirements of a flexible recognition system.
The recognition system is supposed to reject samples that
are out of the training distribution and deliver multiple pre-
dictions when being unsure. Here, we also show the be-
havior of the most widely used softmax-based classification
model, which exhibits its potential deficiencies in a real-
world recognition scenario. The results are demonstrated in
Fig. 1.

The proposed method is tested with different thresholds
on the accumulation of belief. In other words, the method
will give a second prediction when no singleton belief meets
the threshold. And the sample will be rejected when the ig-
norance is too large that even predicting all classes does not
meet the bar. As the proposed method holds the additiv-
ity between class belief, confusion and ignorance, we could
place a single belief threshold for both making multiple pre-
dictions and rejections.

Conf. Ign. Cls. Tr. Samples Acc.
CIFAR-10 + ResNet-18 1.6 1.9 10 5000 94.6

CIFAR-100 + ResNet-18 2.1 22.1 100 500 75.0
ImageNet + ResNet-18 15.9 20.3 1000 ≈1300 57.3
ImageNet + ResNet-50 15.6 11.2 1000 ≈1300 61.5

Table 1: The scale of confusion and ignorance on CIFAR-
10, CIFAR-100 and ImageNet datasets. The Cls. and Tr.
Samples denote the number of classes and the number of
training samples for each class, respectively.

2. More Synthetic Experiments
More results on synthetic data are demonstrated in Fig. 2

by changing the scale of standard deviation σ of the training
Gaussian distribution. We keep the model architecture and
training protocols the same as Sec. 4.1 in our main paper.
The confusion estimates arise at the boundary between dif-
ferent classes, while the ignorance is located outside of the
training distribution. And both the area of singleton beliefs
and confusion develop as the σ increases.

3. Uncertainties on Imbalanced Sets
We visualize the ignorance and confusion of each class

of the CIFAR-10-LT test data [1] in Fig. 3. The ignorance
and confusion are the averages for each class. CIFAR-10-
LT is sampled from the original CIFAR dataset with expo-
nential distributions. The imbalance factor is set to 0.01 in
our experiments. The trend of ignorance is consistent with
the drop of test accuracy. Therefore, it is easy to infer train-
ing data distributions, i.e., head, body, and tail classes, from
the estimates of ignorance. And the confusion is not explic-
itly related to the test accuracy because the misclassification
is mostly caused by lacking evidence, i.e., unable to extract
meaningful evidence because of insufficient training data.

4. Qualitative Results
We provide more qualitative results for the CIFAR-10

dataset [2]. In each sample, we give the ground truth la-



(a) The accuracy on closed samples (b) The reject ratio (c) The average number of predictions

Figure 1: The behavior of our method on flexible recognition with a hybrid dataset.

(a) Class 1 (σ = 2) (b) Class 2 (σ = 2) (c) Class 3 (σ = 2) (d) Ign. (σ = 2) (e) Conf. (σ = 2) (f) Unc. (σ = 2)

(g) Class 1 (σ = 12) (h) Class 2 (σ = 12) (i) Class 3 (σ = 12) (j) Ign. (σ = 12) (k) Conf. (σ = 12) (l) Unc. (σ = 12)

(m) Class 1 (σ = 16) (n) Class 2 (σ = 16) (o) Class 3 (σ = 16) (p) Ign. (σ = 16) (q) Conf. (σ = 16) (r) Unc. (σ = 16)

(s) Class 1 (σ = 32) (t) Class 2 (σ = 32) (u) Class 3 (σ = 32) (v) Ign. (σ = 32) (w) Conf. (σ = 32)
(x) Uncertainty(σ =
32)

Figure 2: More experiments on the 3-class 2D classification benchmark by setting σ = 2, 12, 16, 32 of Gaussian distributions.
For each σ, we demonstrate three beliefs for singletons together with ignorance, confusion, and total uncertainty.

bel, the prediction, the belief, the ignorance, and the high-
est confusion in the captions. The diagonal of the matrix
denotes the singleton belief, while the rest represents the
confusion between any two classes. The results are exhib-
ited in Fig. 4.

5. Scale of Confusion and Ignorance

In this part, we further discuss the scale of confusion and
ignorance with different datasets or backbones. Please refer
to Tab. 1. We find that the ignorance of the same dataset is
relevant to the chosen backbone. In other words, a backbone
with higher capability would generally achieve better clas-
sification accuracy and less ignorance. The scale of confu-
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(a) Results on CIFAR-10-LT
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(b) Results on CIFAR-100-LT

Figure 3: Data distributions, test accuracies, and average uncertainties on CIFAR-LT datasets.

sion, on the other hand, is more complicated and is affected
by the number of classes and the training samples for each
class. We think more classes with fewer training samples
could lead to a high-confusion model after training. How-
ever, this result is only an empirical study. We leave the
discussion and research of the scale as our future focus.
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Label: airplane (0.064)
Prediction: bird (0.539)
Ignorance: 0.143
Confused to airplane (0.240) 

(a)

Label: airplane (0.035)
Prediction: deer (0.122)
Ignorance: 0.683
Confused to bird (0.013) 

(b)

Label: airplane (0.010)
Prediction: frog (0.368)
Ignorance: 0.496
Confused to bird (0.025) 

(c)
Label: airplane (0.107)
Prediction: frog (0.442)
Ignorance: 0.194
Confused to airplane (0.243) 

(d)

Label: airplane (0.010)
Prediction: ship (0.617)
Ignorance: 0.017
Confused to airplane (0.351) 

(e)

Label: bird (0.042)
Prediction: airplane (0.455)
Ignorance: 0.454
Confused to bird (0.042) 

(f)
Label: bird (0.000)
Prediction: cat (0.987)
Ignorance: 0.003
Confused to dog (0.003) 

(g)

Label: bird (0.065)
Prediction: cat (0.108)
Ignorance: 0.669
Confused to bird (0.011) 

(h)

Label: bird (0.102)
Prediction: cat (0.449)
Ignorance: 0.198
Confused to bird (0.232) 

(i)
Label: bird (0.000)
Prediction: deer (0.989)
Ignorance: 0.004
Confused to dog (0.002) 

(j)

Label: car (0.135)
Prediction: airplane (0.164)
Ignorance: 0.490
Confused to car (0.045) 

(k)

Label: car (0.177)
Prediction: airplane (0.281)
Ignorance: 0.118
Confused to car (0.420) 

(l)
Label: car (0.000)
Prediction: truck (0.957)
Ignorance: 0.010
Confused to car (0.028) 

(m)

Label: cat (0.037)
Prediction: bird (0.314)
Ignorance: 0.200
Confused to dog (0.190) 

(n)

Label: deer (0.015)
Prediction: cat (0.695)
Ignorance: 0.042
Confused to deer (0.243) 

(o)
Label: dog (0.062)
Prediction: cat (0.494)
Ignorance: 0.212
Confused to dog (0.143) 

(p)

Label: dog (0.064)
Prediction: cat (0.270)
Ignorance: 0.028
Confused to dog (0.633) 

(q)

Label: frog (0.027)
Prediction: cat (0.413)
Ignorance: 0.170
Confused to bird (0.311) 

(r)

Figure 4: Matrices of confusion of misclassified samples on the CIFAR-10 dataset. The diagonal of each matrix is set to the
singleton belief of each class. Notice that each heatmap is normalized individually. The total ignorance is demonstrated in
the caption.


