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1. Additional Hyperparameters

We mostly follow the same hyperparameters as [4].
Suppl. Table 1 and Suppl. Table 2 show the configurations
for pretraining and finetuning.

config SSv2 K400
optimizer AdamW
base learning rate† 1.5e-4
weight decay 0.05
optimizer momentum β1, β2 = 0.9, 0.95
batch size 512
learning rate schedule cosine decay [3]
warmup epochs 40
flip augmentation no yes
augmentation MultiScaleCrop

Table 1: Pretraining hyperparameters. † : we follow the
linear LR scaling rule. lr = base lr × batch size/256.

config SSv2 K400 AVA UCF101 HMDB51 Diving48
optimizer AdamW
base learning rate 5e-4 1e-3 2.5e-4 5e-4 5e-4 5e-4
weight decay 0.05
optimizer momentum β1, β2 = 0.9, 0.999
layer-wise lr decay 0.75 [1] 0.75 0.7 0.75 0.7 0.7
batch size 128
learning rate schedule cosine decay
repeated augmentation 2 [2] 2 1 2 2 2
warmup epochs 5 5 5 0 0 0
total epochs 30 75 30 100 100 100
flip augmentation no yes yes yes yes yes
drop path 0.1 0.1 0.2 0.2 0.2 0.2

Table 2: Finetuning hyperparameters.

2. Additional Visualizations
In Suppl. Figure 1 we show more attention visualizations

for our MGM overlaid on top of the RGB frames. MGM
seems to attend mostly to the salient video regions. In Suppl.
Figure 2 we visualize more masks and RGB reconstruc-
tions for MGM and VideoMAE. Despite MGM being forced
to solve a more challenging reconstruction task, it is able
to achieve similar if not better reconstruction quality than
VideoMAE. Again, we emphasize that visualizations are not
intended to provide a formal explanation for model behavior.
Our intention is to provide additional insights into the model
to complement our quantitative results.
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Figure 1: Encoder attention visualization overlaid to RGB frames where the query is the center patch of the center frame. Our
MGM attends mostly to the salient regions of motion across frames.
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Figure 2: Our MGM achieves similar if not better reconstruction quality as VideoMAE despite using motion-guided masking
which makes the reconstruction task more difficult. The masked regions of videos are most informative and therefore cannot be
easily inferred from non-masked regions. MGM is forced to learn spatiotemporal semantics throughout the video to reconstruct
the spatiotemporally continuous motion-guided masked regions.
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