
Visible-Infrared Person Re-Identification
via Semantic Alignment and Affinity Inference

(Supplementary Materials)

This supplementary material presents additional details
and results not included in the main paper due to space lim-
itations. We organize the contents as follows:

• Section A provides analysis of the hyper-parameters.

• Section B compares AIM with SIM.

• Section C shows details of the classification loss.

• Section D presents visualizations of retrieval results.

A. Analysis of the Hyper-parameters
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Figure 1. The sensitive graph of the margin ρ1 on the SYSU-
MM01 dataset in all-search and single-shot mode.
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Figure 2. The sensitive graph of the margin ρ2 on the SYSU-
MM01 dataset in all-search and single-shot mode.
Evaluation of parameters ρ1 and ρ2 in Eq. (5). We eval-
uate the effects of margin ρ1 and margin ρ2 in Eq. (5). We

first set ρ2 to 0.7 and experiment with different values for
ρ1. As shown in Figure 1, the performance improves with
the increase of ρ1 until it reaches 0.01. Increasing ρ1 en-
hances the diversity of features, thereby reducing the risk of
overfitting in the network. However, if ρ1 is set too high, it
may cause features of the same pedestrian to be dispersed,
leading to reduced discriminability and making it difficult
to identify pedestrians accurately. Hence, we set ρ1 to 0.01
to balance diversity and discriminability.
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Figure 3. The sensitive graph of k1 on the SYSU-MM01 dataset
in indoor-search and multi-shot mode.
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Figure 4. The sensitive graph of k2 on the SYSU-MM01 dataset
in indoor-search and multi-shot mode.

We set ρ1 to 0.01, and vary ρ2 from 0.1 to 0.9 with an
interval of 0.2. As shown in Figure 2, we observe an initial
improvement in performance with the increase of ρ2, which
reaches its maximum value at 0.7. Hence, we set ρ2 to 0.7.
Evaluation of parameters k1 and k2 in AIM. We set k2
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Figure 5. The visualization of retrieval results on SYSU-MM01 in all-search and multi-shot mode. We use different distance measurement
methods (e.g., cosine distance, SIM [1], and AIM) to match pedestrian images. The green border represents the correct example, and the
red border denotes the wrong example.



to 6, and change k1 from 5 to 30 with an interval of 5. As
shown in Figure 3, the performance is improved with the in-
crease of k1 at first, and achieve the best performance when
k1 = 20. Therefore, we set the value of k1 to 20.

We set k1 to 20, and change k2 from 2 to 10 with the
interval of 2. As shown in Figure 4, the performance is
improved with the increase of ρ2 at first, and achieve the
best results when k2 = 6. Hence, we set k2 to 6.

B. Compare AIM with SIM

We add AIM and SIM [1] to several methods (e.g.,
AlignGAN [2], AGW [4], and MPANet [3]) for compari-
son. As shown in Table 1, AIM achieves better results than
SIM. This result further proves the effectiveness of AIM.

Table 1. Evaluation of AIM and SIM on other methods on SYSU-
MM01 under multi-shot setting. We retrain the models.

Method all-search indoor-search
Rank-1 mAP Rank-1 mAP

AlignGAN∗+SIM 50.85 44.96 57.90 56.84
AlignGAN∗+AIM 51.63 50.65 58.32 61.94
AGW∗+SIM 54.17 54.21 62.95 65.31
AGW∗+AIM 55.01 55.18 63.84 67.51
MPANet∗+SIM 78.40 77.32 84.92 85.15
MPANet∗+AIM 78.52 78.27 85.96 87.31

C. Details of the classification loss

For both baseline and our model, we utilize the classi-
fication loss Lid to guide the model to focus on identical
information. The classification loss can be defined as:

Lid = Lsh id + Lsp id + Lcm id. (1)

Lsh id uses a shared classifier for both modalities as:

Lsh id = −logP (yv|C(F̃v))− logP (yr|C(F̃r)), (2)

where P (·) is the probability of correct prediction, yv and
yr are labels, and C(·) is a shared classifier. Lsp id replace
C(·) with modality-special classifiers Cv(·) and Cr(·). Fol-
lowing [3], we use mean classifiers C r(·) and Cv(·) as:

Lcm id = C r(F̃v)log
C r(F̃v)

Cv(F̃v)
+ Cv(F̃r)log

Cv(F̃r)

Cr(F̃r)
. (3)

D. Visualization of retrieval Results

For each query image, we retrieve the top 10 gallery im-
ages with the highest similarity and rank them in descending
order of similarity. As shown in Figure 5, AIM can achieve
more stable matching results than other methods.
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