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1. Details of ViM Training
In this section, we present the detailed training configu-

rations and results of all the midstream tasks.

1.1. Midstream Training Configurations

Image Classification. A fully-connected layer is appended
after the backbone for classification learning. For most
datasets, the model is trained in 100 epochs (30 epochs for
ImageNet-21K [9]) with batch size of 256, optimized by
the AdamW [27] optimizer with the initial learning rate of
1e − 3 and weight decay of 1e − 4. The learning rate is
decayed following the cosine scheduler with the minimum
of 1e − 5. For single-label classification task, we use
the cross-entropy loss and evaluate with top-1 accuracy.
For multi-label classification task, we use the binary cross-
entropy loss and evaluate with mAP.
Object Detection. The ViTDet [23] framework with
FastRCNN detector is adopted for learning object detection,
where a feature pyramid with size 1/32, 1/16, 1/8 and 1/4
of the original image size is generated by convolution layers
on the last-layer feature map of the backbone. The images
are resized into size of 512×512 with large-scale jittering in
[0.1, 2.0]. The models are trained for 100 epochs (10 epochs
for Objects365 [32]) and batch size of 64, optimized by the
AdamW optimizer with the initial learning rate of 1e − 4,
which times 0.1 in the 89 and 96 epoch.
Instance Segmentation. We follow the configuration of
object detection, except for the task-head is replaced by
MaskRCNN to detect instances with dense masking.
Semantic Segmentation. We adopt a task-head of the
UperNet [43], the input of which are from the transposed
2D-convolution layers or max pooling layers on the 3, 5, 7
and 11 ViT layer’s feature map, following BEiT [2]. The
images are resized into size of 512 × 512. We train 160K
iterations with batch size of 16. The optimizer is AdamW
with initial learning rate 3e− 5 and weight decay 0.05, and
the learning rate is linearly decayed to 0.
Keypoints Detection. We follow the ViTDet [23] frame-

work, replacing the detector by KeypointRCNN, which is
a simple adoption of MaskRCNN via viewing keypoints
as one-hot masks. The images are resized into size of
512× 512. We train 90K iterations and keep the remaining
configurations same as the object detection.
Depth Estimation. To predict the depth map, we feed the
last layer’s output into a decoder module. The decoder
contains a sequence of 3 deconvolution layers (kernel size
as 2 × 2 and hidden dimensions as 512/256/128), 2 con-
volution layers (kernel size as 3 × 3 and hidden dimension
as 128, and a up-sampling layer (ratio as 2.0). We train
25 epochs with batch size of 24. The optimizer is AdamW
with intial learning rate 3e− 5 and weight decay 0.05. The
learning rate follows the cosine scheduler.
Visual Question Answering. We adopt a baseline solution
with two-tower framework. Except the existing visual
backbone, we use an additional pre-trained BERT-base [10]
text encoder to extract embeddings of the input question.
The text embedding is then concatenated with the visual
backbone generated embedding, and fed into a MLP classi-
fier to find the correct answer of current question. We train
the model in 60K iterations with batch size of 480. The
optimizer is AdamW with initial learning rate of 5e − 5,
which is linearly decayed.
Vision-and-Language Tasks. For the remain vision-
and-language tasks, we adopt the PEVL [45] framework
that unifies these tasks into a masked language modeling
(MLM) format, including the visual question answering
(on GQA [19]), referring expression comprehension, phrase
grounding, visual relationship detection (VRD) and visual
commonsense reasoning (VCR). During the training pro-
cess, the task input is converted into masked sentence, fed
into the pre-trained text encoder and predict to fill-in the
masking token together with the image encoder.
Self-Supervised Learning. We adopt tasks introduced
by 2 self-supervised learning (SSL), i.e., contrastive learn-
ing with MoCo-v2 [6] and masked image modeling with
MAE [17]. (i) For contrastive learning, images are strongly
augmented into two views, and the model is trained to
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Table 1. Full list of midstream training datasets and results. Some of the midstream results are not presented for varying reasons, e.g.,
missing labels, empty categories, no evaluation metric.

Task Type (#mid-tasks) Datasets Type Size Results ([metric]: [value])
Global Recognition

Image Classification (21)

ImageNet-21K-P [9, 31] common 12M top-1: 42.26
ImageNet-1K [9] common 1.33M top-1: 82.04

iNaturalist-2018 [18] natural 0.46M top-1: 67.31
iNaturalist-2021 [18] natural 2.79M top-1: 73.34
iWildCam-2022 [3] natural 0.20M top-1: 59.42
Herbarium-2021 [8] plant 2.26M top-1: 63.67

Danish Fungi 2020 [29] fungus 0.30M top-1: 70.96
Tsinghua Dogs [51] dog 0.07M top-1: 84.23

NABirds [37] bird 0.02M top-1: 82.49
Places365 [26] scene 1.84M top-1: 56.29
GLD-v2 [42] landmark 1.58M top-1: 70.58

BigEarthNet-S2 [36] satellite 0.59M mAP: 80.73
MLRSNet [30] satellite 0.11M mAP: 88.04

iMaterialist-2018 [15] fashion 1.01M -
iMet-2019 [1] art 0.11M -
CelebA [25] face 0.20M mAP: 81.02

CompCars [44] car 0.63M top-1: 98.17
Logo-2K+ [39] logo 0.17M top-1: 88.36

SOP [35] product 0.12M top-1: 68.86
FoodX-251 [20] food 0.13M top-1: 77.19

Food-101 [4] food 0.10M top-1: 92.55

Local Recognition

Object Detection (7)

Objects365 [32] common 1.8M APbox: 16.15, APbox50: 27.13
COCO [24] common 123K APbox: 38.74, APbox50: 61.34
LVIS [16] common 100K APbox: 24.71, APbox50: 42.37

DHD-traffic [28] traffic 50K APbox: 49.21, APbox50: 75.08
DHD-campus [28] campus 45K APbox: 49.08, APbox50: 74.94
LogoDet-3K [38] logo 159K APbox: 63.53, APbox50: 88.67

CrowdHuman [33] person 19K APbox: 30.57, APbox50: 63.98

Instance Segmentation (2) COCO [24] common 123K APseg: 34.41, APseg50: 57.42
LVIS [16] common 100K APseg: 23.89, APseg50: 39.54

Semantic Segmentation (4)

ADE20K [50] common 20K mIoU: 44.47
COCO-Stuff-164K [5] common 164K mIoU: 45.78
COCO-Stuff-10K [5] common 10K mIoU: 43.31

iSAID [41] satellite 46K mIoU: 45.78

Keypoints Detection (1) COCO-keypoints [24] person 57K APkpt: 54.37, APkpt50: 80.29

Depth Estimation (2) NYU Depth V2 [34] indoor 25K δ1: 86.86, RMSE: 0.41
KITTI [12, 13] traffic 23K δ1: 95.11, RMSE: 2.52

Vision and Language

Visual Question-Answering (2) VQA-v2 [14] common 265K val acc: 35.76
GQA [19] common 110K val acc: 66.14

Referring Expression
Comprehension (3)

RefCOCO [47] common 20K val acc: 79.92, testA: 84.30, testB: 71.62
RefCOCOg [47] common 20K val acc: 60.79
RefCOCO+ [47] common 20K val acc: 55.84

Phrase Grounding (1) Flickr30K [46] common 32K val acc: 55.84

Visual Relationship Detection (1) Visual Genome [22] common 101K R@20: 54.67, R@50: 60.19, R@100: 61.85

Visual Commonsense Reasoning (1) VCR [48] common 100K -

Self-Supervised Learning
Contrastive Learning (1) ImageNet-1K [9] common 1.33M -

Masked Image Modeling (1) ImageNet-1K [9] common 1.33M -



Table 2. Detailed results of downstream classification.

Midstream Downstream VTAB-1k FGVC
Natural Specialized Structural CUB-200 NABirds Flowers Dogs Cars

- Fully 74.55 85.06 54.51 89.18 90.93 98.86 87.06 94.32
ImageNet-21K ft. ConvPass 82.38 86.97 55.84 90.21 91.27 99.66 90.42 91.18

Objects365 ft. ConvPass 67.09 83.25 52.70 83.02 85.17 96.78 81.93 90.05
COCO-Stuff164K ft. ConvPass 62.85 80.67 50.51 77.63 78.02 95.46 77.26 87.09

- Linear 71.47 81.48 31.32 79.10 75.64 94.60 77.23 81.84
- VPT 78.10 82.47 53.25 81.64 77.17 96.75 81.05 89.69
- Adapter 77.99 84.69 56.61 86.78 88.63 98.70 84.83 91.54
- ConvPass 77.56 84.66 57.13 86.56 87.84 98.73 85.24 92.72

+ViM ViM-agg (rep.) 79.14 86.21 58.98 86.49 88.51 98.78 84.49 92.66
+ViM ViM-agg (ens.) 79.87 87.18 58.89 88.07 90.56 99.11 86.78 94.16

pair these two views among many negative images. We
train with defaulted configuration of MoCo-v2, including
the queue size of 65, 536, momentum 0.999, temperature
0.07 and MLP head. (ii) For masked image modeling, the
visual backbone is trained as encoder on randomly masked
image patches, and another decoder module is introduced to
recover the image. We use the default configuration of MAE
decoder with 8 layers and dimension of 512. Considering
there are 2D-convolution inside the ViM module, which is
not suitable for forwarding on sampled image patches, we
append additional parameters as the mask tokens to fulfill
the masked patches.

1.2. Midstream Training Results

We then present the training results, together with the
full list of midstream training datasets in Table 1. It is
noteworthy that we DO NOT require to achieve competitive
performance with the SoTA methods for the following
reasons: (i) The final goal of ViM is to benefit unified
downstream transferring instead of midstream tasks, thus
the midstream training results are only referenced to under-
stand how the ViM module learn about each task. (ii) Only
the parameters of ViM module is trained in the midstream,
without fine-tuning the backbone model. (iii) Considering
specific conditions for each task, we might not use the most
advanced training configurations. For instance, we train
with resolution of 512 × 512 for objection detection since
the plain ViT backbone requires large computation cost.

2. Details of Downstream Transferring
In this section, we present the detailed configurations of

downstream transferring and more transferring results .

2.1. Downstream Training Configurations

Classification on VTAB-1K. For all the 19 datasets in
the VTAB-1k [49] benchmark, we firstly train 100 epochs
on the train and validation sets with 1, 000 samples, then
evaluate on the test sets. We train with batch size 64, intial

learning rate 1e−3 and weight decay 1e−4. The optimizer
is AdamW, with 10 epochs of learning rate warm-up and
cosine decaying scheduler.
Classification on FGVC. For the 5 datasets in the FGVC
benchmark, we train 50 epochs with batch size 64, opti-
mized by AdamW with initial learning rate 1e − 3 and
weight decay 0.01, with 10 epochs of warm-up and cosine
decaying scheduler.
Object Detection. For training object detection on PAS-
CAL [11] and Cityscapes [7], we adopt the ViTDet [23]
similar to midstream training configurations. We train with
image resolution of 1024×1024. To reduce the computation
cost of plain ViT on larger images, we follow ViTDet to
apply window-based attention in layers except the layer
2, 5, 8 and 11, with window size of 14. We also follow
ViTDet and BEiT [2] to append relative position bias to
better training. We train 24K iterations for both datasets,
with learning rate decaying at iteration 16K and 21K.
Semantic Segmentation. We introduce a semantic
FPN [21] module to learn the segmentation task. The input
images are resizes into resolution of 512 × 512. We train
20K/10K iterations for PASCAL [11]/LoveDA [40] with
batch size 16, using AdamW optimizer with initial learning
rate 3e− 5 and weight decay 0.05.
Depth Estimation. We follow the same configuration as
the midstream training of depth estimation.

2.2. Detailed Results of Downstream Classification

For the downstream classification, we evaluate with two
benchmarks in the main experiment. Here we present
the detailed classification results for each dataset in the
benchmarks. The results are shown in Table 2.
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