This supplementary material describes the proof of Proposition 1 (Sec. A), the details of our space carving algorithm (Sec. B), training details (Sec. C), examples of background rendering (Sec. D), and examples of directional albedos from different views (Sec. E).

A. Proof of Proposition 1

This section provides the proof of the Proposition 1. We rewrite Eq. (4) in the main paper as

$$f(x) = \frac{1}{\alpha} \frac{1}{1 + \frac{x}{\alpha}}.$$  \hspace{1em} (1)

Proof. To analyze the behavior of the mask loss (Eq. (9) in the main paper), we consider a sampling ray near the object boundary. In the empty space, all densities at sampled points on the ray should be zero. Now let $\epsilon > 0$ be the minimum signed distance value on this ray, which also leads to the highest density on the ray and should be close to zero in the empty space, i.e., $f(\epsilon) \to 0$.

In the empty space, the signed distance at each position is positive. When $x > 0$, the first and second derivatives of $f(x)$ satisfy $f'(x) < 0$ and $f''(x) > 0$. Thus, $f(\epsilon)$ can be lower bounded by the first-order derivative approximation around $x = 0$:

$$f(\epsilon) > f(0) + f'(0)\epsilon = \frac{1}{2\alpha} - \frac{1}{4\alpha^2}\epsilon.$$  \hspace{1em} (2)

Thus, $f(\epsilon) \to 0$ leads to $\alpha < \epsilon/2$. When minimizing the mask loss, $\alpha$ can be upper bounded by $\epsilon/2$. If points are sampled densely enough, at the object boundary where $\epsilon \to 0$, $\alpha$ converges to 0.

---

Figure 1. Example of detecting temporal bin corresponding to first-returning photon in real data. Blue plot is measured transient and red line indicates detected temporal bin.

B. Space carving with the first-returning photons

For the free space loss $L_f$, we apply the space carving algorithm on the basis of the geometry of first-returning photons [3]. In this section, we explain the detection of the temporal bin corresponding to the first-returning photon and robust space carving algorithm.

B.1. Detection of the first-returning photons

For the detecting the first-returning photons, we simply compute the difference between the values of nearby temporal bins in a transient. Formally, let $\tau_m \in \mathbb{R}^B$ be a measured transient. At each temporal bin $t$, we compute $\tau_m(t) - \tau_m(t + 1)$. The bin of the first-returning photon is then computed as $\arg \min_{t \in S} |\tau_m(t) - \tau_m(t + 1)|$, $S = \{t | \tau_m(t) - \tau_m(t + 1) > \eta\}$, where $\eta$ is a threshold value. However, real data captured using a SPAD contains high-frequency noise and background effects; thus, we apply the Gaussian filter and thresholding to suppress such undesirable signals as preprocessing. Figure 1 shows an example of the detected bin of the first-returning photon in the real data.
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C. Training details

We set the weights of the training loss as \([\lambda_\tau, \lambda_{ei}, \lambda_z, \lambda_{en}, \lambda_f] = [1., 0.1, 0.01, 0.001, 0.01] \) except for the scene “bike,” where we set \( \lambda_{en} = 0.002 \) because we found that the scene consisting of thin structures requires large \( \lambda_{en} \) for reducing \( \alpha \) during training.

When rendering a transient, we sampled 64 angles for both \( \theta \) and \( \phi \) on each scan sphere. For \( \mathcal{L}_{ei} \), we randomly sampled 4096 points in a target NLOS space at each iteration. For \( \mathcal{L}_f \), we randomly sampled 4096 voxels in a free space at each iteration.

The optimizer was Adam \([1]\) with the hyperparameters \( lr = 1.0 \times 10^{-4}, \beta_1 = 0.9, \) and \( \beta_2 = 0.999. \)

D. Examples of background rendering

To model background effects in measured transients, a shallow MLP for rendering the background effects is jointly trained with an SDF as explained in Sec. 3.6 in the main paper. Figure 2 shows examples of rendering background effects. In the synthetic Lucy scene, the object is located on a floor, and the measured transient contains reflection from the floor. The background network correctly divides the transient into object and floor components. In the real statue scene, the measured transient has the background effects with high-frequency noise. Although the characteristics of these background effects are different, the background network correctly fit both effects.

E. Rendering from different views

Our neural implicit representation can render directional albedos from different views with volume rendering after training, similar to novel-view synthesis with the NeRF \([2]\). Figure 3 shows examples of rendered directional albedos from three different views.
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Figure 3. Rendered directional albedos from 3 different views