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In this supplementary material, we provide the results on
ResNet50 [2] in Cityscapes [1] to Foggy Cityscapes [7] sce-
nario in Sec. 1. We analyze the sensitivity of ω1,2 in Sec. 2.
We analyze the scale mapping function fsm(·) in Sec. 3. We
visualize the feature distribution of each category and scale
in Sec. 4. We analyze the limitations of CSDA in Sec. 5.
Finally, we provide more visualization results in Sec. 6.

1. Results on ResNet

As presented in Tab. 1, we report the results of
Cityscapes→Foggy Cityscapes based on ResNet50 [2]. We
can find that our CSDA based on ResNet50 outperforms
other state-of-the-art methods. Specifically, our method
achieves the best performance in 3 (person, car, and truck)
out of 8 categories. This demonstrates the superior perfor-
mance of our CSDA on different backbones.
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Figure 1. Comparsion results on Cityscapes → Foggy Cityscapes
(%) of different ω1 and ω2. For the blue line, we set ω1 = 1.0 and
change ω2. For the red line, we set ω2 = 0.2 and change ω1.

*Equal contribution.

Figure 2. Function fsm(·) with different β when α = 1. Differ-
ent β maps the object scales to different 0 to 1 space, which can
represent the difference in scales.

2. Parameter Sensitivity Analysis

As shown in Fig. 1, we analysis the sensitivity of ω1 and
ω2, where ω1 works for the SGFF and ω2 works for SAFE
in our CSDA. We adopt a control variate method to study
the effect of ω1 and ω2.

We first set ω1 = 1.0 and change the values of ω2, find-
ing that ω2 = 0.2 achieves the best results. By fixing ω2,
increasing ω1 promotes some further improvements. How-
ever, the performance suffers a slight drop when ω1 > 1.0.
These results demonstrate that suitable ω1 can promote the
feature alignment within the same scale and suitable ω2 can
promote the interaction learning among objects with differ-
ent scales. ω1 and ω2, which are too small, will lead to the
inadequate alignment and interaction of features. ω1 and
ω2, which are too large, will lead to the degradation of the
detection branch. We empirically set ω1 to 1.0 and ω2 to 0.2
in our model.

3. Analysis of Scale Mapping Function

As shown in Fig. 2, when the β increases, the function
fsm(·) has an expanding range of perception for scale (red,
blue, and green dotted line), which helps SAFE perceive the
objects of various scales better. However, the distinguishing



Method Backbone person rider car truck bus train mbike bicycle mAP
GPA [10] 32.9 46.7 54.1 24.7 45.7 41.1 32.4 38.7 39.5
EPM [3]

ResNet50

39.9 38.1 57.3 28.7 50.7 37.2 30.2 34.2 39.5
DIDN [5] 38.3 44.4 51.8 28.7 53.3 34.7 32.4 40.4 40.5
DSS [9] 42.9 51.2 53.6 33.6 49.2 18.9 36.2 41.8 40.9
SDA [6] 38.8 45.9 57.2 29.9 50.2 51.9 31.9 40.9 43.3
SIGMA [4] 44.0 43.9 60.3 31.6 50.4 51.5 31.7 40.6 44.2
CSDA(Ours) 44.3 44.0 61.9 34.0 52.7 51.0 35.8 38.6 45.3

Table 1. Experimental results (%) on Cityscapes→Foggy Cityscapes.

ability of the function fsm(·) for objects at different scales
starts to decrease when β > 20, which leads to a drop in
performance. Empirically, we set β to 20 in the final model.

4. Visualization of Feature Distribution
In Fig. 3, we utilize category-wise t-SNE [8] to visual-

ize the feature distribution of source and target domain on
Cityscapes→Foggy Cityscapes. Compared with the base-
line model, the features of the same category are better
aligned, and the features of different categories are sepa-
rated more clearly.

CSDA(Ours)CSDA(Ours)CSDA(Ours)BaselineBaseline

Figure 3. Feature comparison via category-wise t-SNE between
the baseline model and our CSDA. For each category, we ran-
domly sample object features (marked as circles) inside bounding
boxes in the source domain and target domain.

In Fig. 4, the features (CSDA) of different scales are sep-
arated more clearly compared with the baseline model.

BaselineBaseline CSDA(Ours)CSDA(Ours)

Figure 4. Feature comparison via scale-wise t-SNE between the
baseline model and our CSDA. For each scale, we randomly sam-
ple object features (marked as circles) inside bounding boxes in
the source domain and target domain.

5. Limitation Analysis
Our CSDA is good at aligning the features with the small

aspect ratio. However, for objects with large aspect ratios,
there are still some limitations (e.g., bus in Fig. 5). It is
because the aspect ratio of objects has a significant effect
on features, especially for large objects. It makes our CSDA
ineffective in aligning the features of the large scale while
large aspect ratio objects.

carcar riderrider trucktruck bicyclebicycle busbus traintrain motormotorpersonperson car rider truck bicycle bus train motorperson

Figure 5. Illustration of some failure examples. The bus with large
aspect ratios cannot be detected well.

6. More Visualization Results
In this section, we provide more adaptation visual-

ization results to further verify the effectiveness of our
CSDA. The results on Cityscapes→Foggy Cityscapes,
Sim10k→Cityscapes, and KITTI→Cityscapes are shown in
Fig. 6, Fig. 7, and Fig. 8, respectively.
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Figure 6. Normal to foggy adaptation visualization results, Cityscapes→Foggy Cityscapes.



Figure 7. Synthetic to real adaptation visualization results, Sim10k→Cityscapes.



Figure 8. Cross camera adaptation visualization results, KITTI→Cityscapes.
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