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In the supplementary materials, we first give more de-
scriptions about evaluation datasets. Then, we conduct ex-
periments to further analyze our proposed Moment Probing
(MP) method. Finally, the hyper-parameter details of our
MP for tuning pre-trained models are provided.

1. Descriptions for Evaluation Datasets

We evaluate our methods on ten benchmarks, whose de-
tailed descriptions are listed in Table S1.

FGVC. Following SSF [8], we employ five Fine-Grained
Visual Classification (FGVC) datasets to evaluate the ef-
fectiveness of our methods, including CUB-200-2011 [15],
NABirds [13], Oxford Flowers [11], Stanford Dogs [6], and
Stanford Cars [2].

General Image Classification Datasets. We also validate
the effectiveness of MP and MP+ on general image clas-
sification tasks. We use CIFAR-100, and ImageNet-1K as
evaluation datasets, where CIFAR-100 contains 60,000 im-
ages with 100 categories and ImageNet-1K contains 1.28M
training images and 50K validation images with 1,000 cat-
egories.

Out-of-Distribution Datasets. To verify the robustness
of our MP, we conduct experiments on three out-of-
distribution (OOD) datasets, including ImageNet-A (IN-
A) [5], ImageNet-R (IN-R) [3] and ImageNet-C (IN-C) [4].

ImageNet-A 200 classes from 1,000 classes of ImageNet-
1K and the real-world adversarial samples that make the
ResNet model mis-classified are collected.

ImageNet-R contains rendition of 200 ImageNet-1K
classes and 30,000 images in total.

ImageNet-C consists of the corrupted images, including
noise, blur, weather, etc. The performance of model on
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ImageNet-C shows the robustness of model.

Dataset #Classes Train size Val size Test size

Fine-Grained Visual Classification (FGVC)

CUB-200-2011 200 5,394 600 5,794

NABirds 55 21,536 2,393 24,633

Oxford Flowers 102 1,020 1,020 6,149

Stanford Dogs 120 10,800 1,200 8,580

Stanford Cars 196 7,329 815 8,041

General Image Classification Datasets

CIFAR-100 100 50,000 - 10,000

ImageNet-1K 1000 1,281,167 50,000 150,000

Out-of-Distribution Datasets

ImageNet-A 200 7,500

ImageNet-R 200 30,000

ImageNet-C 1000 75 × 50,000

Table S1: Details of evaluation datasets.

2. Evaluation on Harder Benchmark
In this section, to further assess effect of our MP, we con-

duct experiments on a more challenging (long-tailed and
fine-grained) iNat2017 [14]. As shown in Table S2, pro-
posed MP outperforms LP by 5.88% and 6.11% in top1
and top5 accuracy, respectively, while MP+ improves both
SSF and Full Fine-tuning by a non-trivial gain (2.45% and
1.04%) in top-1 accuracy, verifying the effectiveness of both
MP and MP+ on hard object recognition tasks.

3. Visualization of Attention Maps
Here we analyze our methods by visualizing learned at-

tention maps, while comparing with linear probing (LP) and
full fine-tuning methods. Figure S1 gives some examples
sampled ImageNet-1K, where we have the following obser-



Method Top-1 Acc. (%) Top-5 Acc. (%)
Linear Probing 56.61 80.01
MP (Ours) 62.49(5.88) 86.12(6.11)

SSF [8] 66.30 88.29
Full Fine-tuning 67.71 88.81
MP+ (Ours) 68.75 89.04

Table S2: Comparison of different tuning methods
on iNat2017 dataset, where ViT-B/16 pre-trained on
ImageNet-21K is used as basic backbone.

vations: (1) LP generally fails to focus on appropriate re-
gions, while our MP and MP+ methods can accurately cap-
ture key information, as shown in the third and fifth rows
of figure S1. (2) Full fine-tuning method may result in a
deterioration of generalization ability during the fine-tuning
process, and is unable to capture appropriate regions. In
contrast, as shown in the first and third rows of Figure S1,
both MP and MP+ can correctly attend to important regions
and have strong robustness.

4. Training Details

In this work, we apply the proposed MP to ViT-B/16 [1],
Swin-B [9], ConvNeXt-B [10] and AS-MLP-B [7] under
fine-tuning and few-shot settings. Here we show the details
of optimization policy and hyper-parameter settings in Ta-
ble S3. For fine-tuning ViT-B/16, Swin-B/16, ConvNeXt-B
on ImageNet-1K and AS-MLP-B on CIFAR-100, we fol-
low the configurations in [8, 1]. For few-shot learning on
ImageNet-1K, we refer to the configurations in [16, 12]
where ViT-B/16 pretrained on ImageNet-21K as backbone.
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✗ ✗ ✓ ✓

✗ ✓ ✓ ✓

✗ ✗ ✓ ✓

Image Linear probing ✗ Full fine-tuning ✗ MP (ours) ✓ MP+ (ours) ✓

Figure S1: Visualization of attention maps. From left to right, each column shows the original images and attention maps
achieve by linear probing, full fine-tuning, our MP and MP+. All models are pre-trained on ImageNet-21K and fine-tuned
on ImageNet-1K using the ViT-B/16 model.

Fine-tuning settings Few-shot settings
Model ViT-B/16 Swin-B ConvNeXt-B AS-MLP-B ViT-B/16
Methods Full LP / MP Full LP / MP Full LP / MP Full LP / MP Full LP / MP
Batch size 256 256 256 256 256 256 256 256 32 32
Optimizer AdamW AdamW AdamW AdamW AdamW AdamW AdamW AdamW AdamW AdamW
Scheduler cosine cosine cosine cosine cosine cosine cosine cosine cosine cosine
Momentum 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9
Epochs 30 30 30 30 30 30 100 100 20 20
Base learning rate 1e-4 1e-4 5e-5 5e-4 5e-5 1e-3 5e-5 1e-3 3e-4 2e-5
Min learning rate 1e-8 1e-8 5e-8 5e-8 5e-8 5e-8 5e-8 1e-8 1e-8 1e-8
Warmup epochs 5 5 5 5 5 5 10 10 0 0
Warmup learning rate 1e-7 1e-7 5e-7 5e-7 5e-7 5e-7 5e-7 1e-7 - -
Weight decay 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05
Drop path 0.2 0.1 0.2 0.1 0.2 0.1 0 0 0 0

Table S3: Details of hyper-parameter settings of our MP methods, which involve fine-tuning and few-shot settings in various
deep architectures on ImageNet-1K (CIFAR-100 for AS-MLP), where linear probing, MP, and MP+ methods all use the
same settings as shown in column (LP / MP), while full fine-tuning settings are shown in column (Full).


