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In this supplementary material, we include additional ex-
perimental details and results. We include additional abla-
tion studies and evaluation in Sec. A, details about our ex-
perimental hyperparameters in Sec. B and qualitative visu-
alisations in Sec. C.

A. Additional Experiments and Ablation Stud-
ies

This section presents additional experiments and abla-
tion studies and evaluations of our model. Unless otherwise
stated, the experiments are performed using a ViT-Base
backbone, pretrained for 400 epochs on VGGSound, using
the “Separate” encoding and “Shared” decoding strategies.

A.1l. Audiovisual event localisation

In Sec. 4.3 of the main paper, using our learned repre-
sentations we obtain state-of-the-art results on three down-
stream classification tasks. To show the capabilities of our
audiovisual representations in a different downstream task,
in Tab. A1 we evaluate on the “Supervised Event Localisa-
tion” task proposed by [17] using a ViT-Base backbone.

We consider two models, one pretrained on VGGSound
for 800 epochs, and another pretraind on AudioSet for 80
epochs. These two models are pretrained for approximately
the same number of iterations as AudioSet is about 10 times
larger than VGGSound.

To our knowledge, we outperform the best method (con-
current work) on this task, when pretraining on either VG-
GSound or AudioSet. We observe that pretraining on VG-
GSound learns better audiovisual representations overall for
this dataset.

A.2. Pretraining methods for MBT

Our main contribution is an audiovisual, self-supervised
pretraining method. To show the benefit of our pretraining,
for downstream finetuning we used the same model archi-
tecture as the current SOTA (MBT [13]).
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Table Al: Supervised event localisation accuracy on the AVE
dataset [17]. We outperform prior work when using a ViViT-Base
model, and pretraining on either VGGSound or AudioSet for the
equivalent number of itrations (since AudioSet is approximately
10 times larger than VGGSound.

Audio-only  Video-only Audiovisual

Senocak et al. [15] 79.1 76.1 87.8
Ours (Audioset, 80 epochs) 82.3 77.6 88.6
Ours (VGGSound, 800 epochs) 81.3 78.2 90.2

Table A2: Comparison of pretraining methods according to model
size. Our self-supervised pretraining scales with the model
size, unlike supervised pretraining on ImageNet-21K, as used by
MBT [13]. We report audiovisual finetuning accuracy for VG-
Gsound and mAP for AudioSet.

Model size  Pretraining VGGSound AudioSet

Base Scratch 51.0 39.9
(172 x 10  Supervised, ImageNet-21K 64.1 49.6
params) Self-supervised, ours 64.2 50.0
Large Scratch 41.6 215
(611 x 10  Supervised, ImageNet-21K 61.4 48.2
params) Self-supervised, ours 65.0 51.8

Table A2 shows audiovisual recognition performance
when training MBT on the target datasets VGGSound and
AudioSet for three different pretraining strategies: (1) from
scratch (i.e., no pretraining), (2) initializing MBT from a
ViT pretrained with supervised image-classification labels
on ImageNet-21K (as done in [13]), (3) using our pro-
posed mask-based self-supervised pretraining on each tar-
get dataset.

Our proposed pretraining, using only the target datasets
without labels, outperforms the original MBT setup. Notice
that the original MBT setup [13] is based on pretraining on
an external dataset different from the target ones, and us-
ing expensive labels for millions of examples. If we train
MBT using data from only VGGSound / Audioset, as our
method, we must train it from scratch, and the results are
significantly worse.

Table A2 also shows that our proposed pretraining scales
better with model size than traditional supervised pretrain-
ing, in line with results reported in the original MAE pa-
per [1 1] on ImageNet.



Table A3: Additional baseline for Audiovisual MAE on VG-
GSound. We report the audiovisual finetuning accuracy. Note
that joint modelling and pretraining by our proposed Audiovisual
MAE model outperforms the baseline of pretraining two separate,
unimodal MAE models.

Method AV accuracy
Separate AudioMAE and VideoMAE 63.3
Audiovisual MAE 64.2

Table A4: Ablation study of different mask ratios. We use a ViT-
Base backbone, “Separate” encoding and “Shared” decoding, ar-
chitecture pretrained for 400 epochs with the “Joint Reconstruc-
tion” objective. The table shows audiovisual finetuning accuracy
on VGGSound.

Audio
MOS 05 07 08

0.7 62.4 634 622 61.6
0.9 63.3 63.0 635 623
0.95 63.0 63.0 63.0 628

A.3. Additional baseline

Table A3 reports an additional baseline for our proposed
Audiovisual MAE model.

Here, we train two separate MAE models on audio-only
and video-only on VGGSound for 800 epochs, and use this
to initialise an MBT model which we then finetune on VG-
GSound. This corresponds to a “Separate” encoding and
decoding strategy, and thus two separate MAEs pretrained
in parallel. We compare this to our proposed Audiovisual
MAE model.

As shown in Tab. A3, our Audiovisual MAE outperforms
this baseline, showing the benefits of joint modelling of
both audio and video.

A.4. Masking ratio

Tables A4, A5 and A6 ablate the effect of the masking
ratio in the case of audiovisual, audio-only and video-only
pretraining respectively.

In all cases, we pretrain for 400 epochs with ViT-Base on
VGGSound. We use the “Separate” encoding and “Shared”
decoding architecture and the “Joint Reconstruction” objec-
tive.

We observe that the optimal masking ratios for uni-
modal and multimodal pretraining are correlated. However,
the best masking ratio for video-only for example is 0.95
(Tab. A6), but this is not the best value for audiovisual pre-
training as shown in Tab. A4.

Table A5: Ablation study of mask ratios when pretraining and
finetuning on audio-only on VGGSound.

Mask ratio for audio  Accuracy
0.3 55.1
0.5 55.7
0.7 555
0.8 55.3

Table A6: Ablation study of mask ratios when pretraining and
finetuning on video-only on VGGSound.

Mask ratio for video  Accuracy
0.7 49.1
0.9 49.3
0.95 49.5

Table A7: Effect of the finetuning architecture. For audiovisual
finetuning, we can either finetune using the original encoder ar-
chitecture, or we can initialise an MBT [13] model instead. We
consistently find that finetuning with an MBT architecture is bet-
ter, regardless of the original pretraining architecture.

Pretraining Finetuning
Encoder Decoder Pretraining encoder MBT
Early fusion ~ Shared 59.4 62.2
Early fusion Separate 58.1 61.1
Separate Shared 60.4 63.0
Shared Separate 58.7 61.3

A.S5. Ablation of audiovisual finetuning architecture

As mentioned in Sec. 4.1 of the main paper, for audio-
visual finetuning, we can either finetune using the original
pretraining encoder architecture. Or, we can instead ini-
tialise an MBT [13] model. As shown in Tab. A7, we con-
sistently find that finetuning with an MBT model is better,
regardless of the original pretraining architecture.

A.6. Modality inpainting

As mentioned in Sec. 4.2 of the main paper, we found
that the “Modality inpainting” model is difficult to optimise,
and requires learning rate tuning in order to train in a stable
manner. This is shown in Fig. Al: The “Joint reconstruc-
tion” objective is stable across three different learning rate
values. The “Modality inpainting” objective, on the other
hand, only trains well for one of these learning rates. At
a higher learning rate of 10 3, the loss diverges, which is
why we stopped training.

A.7. Mid-fusion layer hyperparameter

For our mid-fusion architecture (Sec. 3.2 of the main pa-
per), we have an additional hyperparameter S, which de-
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Figure Al: Learning curves for the “Joint Reconstruction” and “Modality Inpainting” objectives. Observe how “Joint Reconstruction” is
stable across a wide range of learning rates. “Modality Inpainting”, on the other hand, only performs well for a learning rate of 1.6 x 107%,
and is unstable at higher values. These pretraining experiments were performed on VGGSound for 400 epochs with a batch size of 512.

Table A8: Ablation of S, the hyperparameter denoting the number
of shared layers when using the “Mid-fusion” encoding strategy.
The experiment is performed on ViT-Base, where there are a total
of 12 layers. We report audiovisual finetuning accuracy on VG-
GSound.

S Accuracy
S=1 63.4
S=2 63.5
S=3 63.2
S=4 63.1

notes the number of shared layers. Table A8 ablates this hy-
perparameter for a ViT-Base model with a total of 12 layers.
As with the other ablation experiments, it was performed on
VGGSound whilst pretraining for 400 epochs.

A.8. Mid-fusion vs Separate encoders on AudioSet

In Sec. 4.2 of the main paper, we show that the “Mid-
fusion” encoding strategy slightly outperforms other en-
coding strategies on audiovisual classification using VG-
GSound. Here we compare the “Mid-fusion” strategy vs the
“Separate” encoders strategy on AudioSet, using our best
setup consisting of a ViT-Large backbone pre-trained for
120 epochs. Results in Tab. A9 confirm that “Mid-fusion”
also exhibits slightly better performance on AudioSet.

As noted in the main paper, “Early fusion” uses the
same model parameters for all modalities, and thus does
not allow modality-specific modelling. The late fusion pro-
vided by “Separate” encoders, in contrast, does not allocate
many parameters to model interactions between modalities.
“Mid-fusion” is a middle-ground, featuring both modality-
specific parameters, and sufficient layers to model inter-
modality relations. The benefits of mid-fusion have also
been observed empirically by MBT [13] in a supervised set-
ting.

Table A9: Encoder architecture comparison on AudioSet. Large
backbone pretrained for 120 epochs, using a “Shared” decoder.

A v AV

Separate encoders 46.5 303 514
Mid-fusion 46.6 31.1 51.8

Table A10: Pretraining for the same number of iterations on dif-
ferent subsets of VGGSound produces similar finetuning results.

A v AV

55:5 485 63:4
55:8 485 63:5

VGGSound-50% for 800 epochs
VGGSound-100% for 400 epochs

A.9. Pretraining for the same number of iterations
on different subsets of VGGSound

In Sec. 4.2 of the main paper, we saw that pretraining on
VGGSound leads to better performance on Epic Kitchens
than pretraining on the substantially larger AudioSet, when
using 10x epochs for VGGSound in order to keep the num-
ber of training iterations roughly constant. This suggests
that the number of iterations of pretraining are more impor-
tant than the actual size of the pretraining dataset, in line
with some of the observations made by [18].

For an additional comparison, in Tab. A10, we conduct
a similar experiment now utilising different subsets of VG-
GSound. In particular, we compare pretraining a ViT-Base
backbone on the full VGGSound for 400 epochs, with pre-
training on half of VGGSound for 800 epochs, thus keep-
ing the number of training iterations constant. The simi-
lar finetuning results of Tab. A10 support the hypothesis
posed in Sec. 4.2 that the number of pretraining iterations
is more critical than the size of the pretraining dataset. El-
Nouby et al. [7] and Tong et al. [ 18] have also observed self-
supervised pretraining performing well on smaller datasets.
We aim to study exactly how much pretraining data is
needed further in future work.



Table A11: Comparison of different pretraining architectures. We
show audio-only downstream evaluation on VGGSound.

Encoder Decoder Linear probing Full netuning
Early fusion Shared 26.2 55.5
Shared Shared 27.6 55.5
Separate Shared 27.6 55.4
Mid-fusion ~ Shared 27.8 55.8

Table A12: Pretraining time analysis on VGGSound, using identi-
cal hardware. We also report audiovisual netuning accuracy.

Pretraining Epochs/  Total time AV
Iterations (hours)  Accuracy
AudioMAE 800 / 268K 59.0 58.3
VideoMAE 800/ 268K 84.4 62.1
Separate Audio & Video MAEs 800/ 268K 143.4 63.3
Audiovisual MAE (ours) 800 /268K 89.2 64.2

A.10. Audio-only linear evaluation of different en-
coder architectures

In Table 1, we saw that different encoder architectures
perform similarly for audio-only netuning. We analysed
this effect further in Table A11 by doing linear probing in-

Table A13: Pretraining hyperparameters

Con guration Value
Optimizer Adam
Optimizer momentum  ;; » =0:9;0:95
Weight decay 0

Base learning rate 3 104
Learning rate schedule cosine decay
Warm-up epochs 40
Augmentation None
Batch size 512

Table A14: Hyperparameters of our decoder used during pretrain-
ing. We change the size of our decoder based on the size of the
encoder, and use hyperparameters following [8, 11, 18]

Base Large
Hidden dimension 384 512
Number of layers 4 4
Number of heads 6 8
MLP dimension 1536 2048

training hyperparameters for different datasets. And we

stead. “Early-fusion” performs markedly worse in this case, only vary the number of epochs according to the dataset.
but the other encoder architectures perform similarly. This Qur hyperparameters are based on those of [3, 11, 18].
suggests that “early-fusion” learns different audio represen-Note that we linearly scale our learning rate with the batch
tations, but the effect is concealed by fully netuning the size [10], and we show the learning rate for the reported

network. Mid- and late-fusion seem to learn similar repre-
sentations though.

A.11. Computational cost

Table A12 compares the wallclock training time of our
proposed Audiovisual MAE to separately training audio-
only and/or video-only MAEs. Audiovisual pretraining is
only marginally more expensive than video-only pretrain-

ing, and provides substantial accuracy gains. Moreover, weing [8,

showed in Table 3 that audiovisual pretraining is just as
effective for unimodal downstream tasks. We also signif-
icantly outperform the baseline of training separate audio-
only and video-only MAEs.

B. Experimental Details

In this section, we provide exhaustive details of our ex-
perimental setup. We will also release pretraining code

and models, and also netuning code and models upon ac-
ceptance. Our models are trained using 32 GPU (Nvidia

V100) or Cloud TPU v3 accelerators, using the JAX [3] and
Scenic [6] libraries.

B.1. Pretraining hyperparameters

Table A13 details our hyperparameters for pretraining
Audiovisual MAE models. Note that we use the same pre-

batch size. Additionally, we can use a larger batch size dur-
ing pretraining due to the high masking ratio for Audiovi-
sual MAE pretraining. As for data normalization, for RGB
frames, we followed ViVIiT [1] and zero-centered inputs,
from the interval0; 255]to[ 1; 1]. For audio, we followed
MBT [13], and did not normalise the log-mel spectrograms.
Table Al4 also lists the con guration of the decoders
that we use whilst pretraining. These were set follow-

) ]'
B.2. Finetuning hyperparameters

Tables A15, A17 and A16 show our netuning hyperpa-
rameters for the VGGSound, AudioSet and Epic Kitchens
datasets respectively. We typically use the same hyperpa-
rameters across different datasets. However, we found that
audio-only netuning sometimes required greater regulari-
sation (also noted earlier by [19]), which is why we used a
higher Mixup coef cient for it.

For audio, we use two modality-speci c regularisers.
Firstly, we apply SpecAugment [14] following the settings
used in previous works [9, 13]. We also apply random time
shifting on the spectrogram, which involves circularly shift-
ing the audio spectrogram by a time offset sampled from a
uniform distribution. As mentioned in Sec. 4.2 of the main
paper, we are not adopting any dataset balancing techniques



Table A15: VGGSound netuning hyperparameters

Table A17: AudioSet netuning hyperparameters

Con guration AV A/ Con guration A vV AV
Number of video frames - 32 32 Number of video frames - 32 32
Spectrogram audio length (seconds) 8 - 8 Spectrogram audio length (seconds) 10 - 10
Optimizer SGD Optimizer SGD
Optimizer momentum 0.9 Optimizer momentum 0.9
Layerwise decay [2, 5] 0.75 Layerwise decay [2, 5] 0.75
Base learning rate 0.8 Base learning rate 1.6
Learning rate schedule cosine decay Learning rate schedule cosine decay
Gradient clipping 1.0 Gradient clipping 1.0
Warm-up epochs 25 Warm-up epochs 25
Epochs 50 Epochs 50
Batch size 64 Batch size 128
SpecAugment [14] X - X Random time shifting X - X
Mixup [20] 0.5 SpecAugment [14] X - X
Stochastic depth [12] 0.3 Mixup [20] 125 05 05
Label smoothing [16] 0.3 Stochastic depth [12] 0.3

Label smoothing [16] 0.3

Table A16: Epic Kitchens netuning hyperparameters

Con guration A VvV AV
Number of video frames - 32 32
Spectrogram audio length (seconds) 8 - 8
Optimizer SGD
Optimizer momentum 0.9
Layerwise decay [2, 5] 0.75
Base learning rate 1.2
Learning rate schedule cosine decay
Gradient clipping 1.0
Warm-up epochs 2.5
Epochs 50

Batch size 64
Random time shifting X - X
SpecAugment [14] X - X
Mixup [20] 125 05 05
Stochastic depth [12] 0.3

Label smoothing [16] 0.3

for AudioSet. Instead, we netuned on the AS500K training
subset, which is slightly more balanced than the full AS2M

C. Qualitative Results

Figure A2 shows examples of reconstructions of our
model trained with the “Joint reconstruction” objective on
the AudioSet dataset.

(and also smaller, hence faster to process). We also use a

larger batch size for AudioSet since it is a larger dataset.
Note that prior work that we compare to, such as

MBT [13], used the same regularisers as we do (stochastic

depth, mixup, label smoothing). Also following standard
], we process multiple views of the input
video, averaging the results of 4 views for every evaluation

practice [1, 4,

example.



Figure A2: Examples of reconstructions of our model, trained with the “Joint reconstruction” objective on AudioSet. We show video
frames on the left, and audio spectrograms on the right. The rst row shows the original input, the second the input after masking, and the
nal row shows the reconstruction produced by the model. For the unmasked patches in the reconstruction, we show the original input.
Note that the model is pretrained with 16 video frames, and we show 8 here for clarity. This gure is best viewed on screen, zoomed in.



