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Abstract

This appendix presents visual results that demonstrate
the effectiveness of our refined models gh and fh in various
tasks, including weakly supervised and unsupervised local-
ization, What-is-where-by-looking, and unsupervised single
object discovery. By building upon existing models g and
f , we have showcased improvements in output localization
maps and bounding boxes.

Our comprehensive comparisons span multiple
datasets, including MS-COCO14 [7], Visual-Genome [6],
Flickr30K [8], ReferIt [2, 5], PASCAL-VOC07 [3],
PASCAL-VOC12 [4], and MS-COCO20K [7]. These com-
parisons serve to highlight the adaptability and robustness
of our refined models across different tasks and datasets.
The visual results provide strong evidence of our models’
superiority in generating more accurate localization maps
and bounding boxes compared to their base models.

The code and scripts for reproducing the paper’s results
are attached to this supplementary.

A. Weakly supervised phrase-grounding visual
results

We present visual outcomes of our model, gh, which is
built upon the previously published model g by [9]. We
compare the localization maps and bounding box outputs
generated by both models and evaluate each bounding box
against the ground truth. We showcase the results for mod-
els trained on the MS-COCO14 [7] and Visual-Genome [6]
datasets. For each model, we display visualizations on
the Flickr30K[8], ReferIt [2, 5], and Visual-Genome [6]
datasets. Figures 1, 2, 3 illustrate the results for the MS-
COCO-based model, while the outcomes for the VG-based
model can be found in Figures 4, 5, 6.

B. What is where by looking visual results

We present visual outcomes for the What-is-where-by-
looking task using our improved model gh, which is derived
from the previously published model g by [9]. We compare
the localization maps generated by both models, using the
same image but different phrases. In Figure 7, we display
the results for the Flickr30K[8] dataset, with models g and
gh trained on the MS-COCO14 [7] dataset.

C. Unsupervised single object discovery visual
results

In the context of the unsupervised single object discov-
ery task, we display visualizations of our model fh, which
is based on the DINO[1] model f . We compare our find-
ings with those of LOST[10] and TokenCut[11]. For each
comparison, we showcase the output attention map and the
output bounding box. Additionally, we display CAD-based
bounding boxes, derived from both our refined model fh

and the original model f , if available. For each method,
we exhibit results on the PASCAL-VOC07 [3], PASCAL-
VOC12 [4], and MS-COCO20K[7] datasets. The outcomes
for the LOST model can be found in Figures 8,9,10, while
the TokenCut model results are illustrated in Figures 11, 12,
13.
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Figure 1. Phrase-grounding results on Flickr30K[8] dataset. Model gh was trained on MS-COCO14[7] dataset. (a) the phrase (b) the input
image (c) results (black) for network g [9] compared to ground-truth box (green) (d) same for refined network gh. (e) same as a (f) same
as b (g) same as c (h) same as d
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Figure 2. Phrase-grounding results on ReferIt[2, 5] dataset. Model gh was trained on MS-COCO14[7] dataset. (a) the phrase (b) the input
image (c) results (black) for network g [9] compared to ground-truth box (green) (d) same for refined network gh. (e) same as a (f) same
as b (g) same as c (h) same as d
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Figure 3. Phrase-grounding results on Visual Genome [6] dataset. Model gh was trained on MS-COCO14[7] dataset. (a) the phrase (b) the
input image (c) results (black) for network g [9] compared to ground-truth box (green) (d) same for refined network gh. (e) same as a (f)
same as b (g) same as c (h) same as d
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Figure 4. Phrase-grounding results on Flickr30K[8] dataset. Model gh was trained on Visual Genome [6] dataset. (a) the phrase (b) the
input image (c) results (black) for network g [9] compared to ground-truth box (green) (d) same for refined network gh. (e) same as a (f)
same as b (g) same as c (h) same as d
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Figure 5. Phrase-grounding results on ReferIt[2, 5] dataset. Model gh was trained on Visual Genome [6] dataset. (a) the phrase (b) the
input image (c) results (black) for network g [9] compared to ground-truth box (green) (d) same for refined network gh. (e) same as a (f)
same as b (g) same as c (h) same as d



bi
ke

r.
..

a
sh

ee
p

ba
rn

w
om

an
pl

ay
in

g
te

nn
is

...
ju

m
pi

ng

th
e

bi
rd

...

do
g

ru
nn

in
g

fa
st

tr
uc

k
is

cl
ea

n

...
si

tti
ng

in
a

be
nc

h

a
ca

tt
ha

ti
s

in
si

de

a
be

ar
la

yi
ng

ou
ts

id

...
pl

ay
in

g
so

cc
er

tr
ai

n
tr

ac
ks

...

...
m

ad
e

a
ju

m
p

...
si

lv
er

ar
m

ou
r

bo
y

su
rfi

ng
...

th
e

pe
rs

on
is

su
rfi

ng

(a) (b) (c) (d) (e) (f) (g) (h)
Figure 6. Phrase-grounding results on Visual Genome [6] dataset. Model gh was trained on the same dataset. (a) the phrase (b) the input
image (c) results (black) for network g [9] compared to ground-truth box (green) (d) same for refined network gh. (e) same as a (f) same
as b (g) same as c (h) same as d



a woman wearing a hat a woman in a kimono

a bunch of balloons a group of people walking down the street

a police officer a person wearing a safety vest

a man and a woman a bike parked on the side of the road

a woman wearing a denim jacket a woman with blonde hair

(a) (b) (c) (d) (e)
Figure 7. What-is-where-by-looking results on Flickr30K[8] dataset. Model gh was trained on MS-COCO14[7] dataset. (a) the input
image (b) results for network g [9] (c) results for network gh (d-e) same as b-c, using different phrase



(a) (b) (c) (d) (e) (f)
Figure 8. Single object discovery results on MS-COCO14[7] dataset. (a) the input image (b) the inverse degree of the LOST [10]; the red
bounding box is directly from LOST, the white is the prediction of CAD trained on top of it (c) same with our refined model fh and LOST
(d) same as a (e) same as b (f) same as c

(a) (b) (c) (d) (e) (f)
Figure 9. Single object discovery results on PASCAL-VOC07[3] dataset. (a) the input image (b) the inverse degree of the LOST [10]; the
red bounding box is directly from LOST, the white is the prediction of CAD trained on top of it (c) same with our refined model fh and
LOST (d) same as a (e) same as b (f) same as c



(a) (b) (c) (d) (e) (f)
Figure 10. Single object discovery results on PASCAL-VOC12[4] dataset. (a) the input image (b) the inverse degree of the LOST [10]; the
red bounding box is directly from LOST, the white is the prediction of CAD trained on top of it (c) same with our refined model fh and
LOST (d) same as a (e) same as b (f) same as c



(a) (b) (c) (d) (e) (f)
Figure 11. Single object discovery results on MS-COCO14[7] dataset. (a) the input image (b) the eigenvector attention of the Token-
Cut [11]; the red bounding box is directly from TokenCut (the CAD model was not released and is not shown) (c) same with our refined
model fh and TokenCut, the white bounding box is the prediction of CAD trained on top of fh (d) same as a (e) same as b (f) same as c



(a) (b) (c) (d) (e) (f)
Figure 12. Single object discovery results on PASCAL-VOC07[3] dataset. (a) the input image (b) the eigenvector attention of the Token-
Cut [11]; the red bounding box is directly from TokenCut (the CAD model was not released and is not shown) (c) same with our refined
model fh and TokenCut, the white bounding box is the prediction of CAD trained on top of fh (d) same as a (e) same as b (f) same as c

(a) (b) (c) (d) (e) (f)
Figure 13. Single object discovery results on PASCAL-VOC12[4] dataset. (a) the input image (b) the eigenvector attention of the Token-
Cut [11]; the red bounding box is directly from TokenCut (the CAD model was not released and is not shown) (c) same with our refined
model fh and TokenCut, the white bounding box is the prediction of CAD trained on top of fh (d) same as a (e) same as b (f) same as c


