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Model Mode B-4 M C S

CLOSE w/Images - 34.4 27.8 113.2 20.4
CLOSE w/Tuned Noise S 28.6 25.2 95.4 18.1
CLOSE w/Tuned Noise M 29.5 25.6 98.4 18.3
ESPER Style [78] - 21.9 21.9 78.2 -
CLOSE w/o Noise S 4.2 12.2 16.4 6.5
CLOSE w/o Noise M 21.9 20.6 68.7 13.5
CLOSE S 22.1 23.7 81.2 17.7
CLOSE M 29.5 25.7 97.8 18.3

Table 1: Results on the caption test set in single-caption set-
ting and multiple captioning setting, M indicates the multi-
ple caption setting and S indicates the single caption setting.

.

Model Yes/No Num. Other All

CLOSE w/Images 83.2 44.8 54.9 65.4
CLOSE w/Tuned Noise 79.4 43.4 51.1 61.9
TAP-CV iT−B/16 [57] 71.4 20.9 18.6 38.7
CLOSE 77.1 42.1 48.6 59.6
CLOSE w/o Noise 78.6 40.6 49.0 60.2

Table 2: Results on the VQA 2.0 test-dev set.

Model Yes/No Num. Other All

CLOSE w/Images 80.4 48.4 64.1 67.9
CLOSE w/Tuned Noise 78.2 46.0 59.5 64.3
CLOSE 74.9 45.2 59.2 62.9
CLOSE w/o Noise 76.8 36.8 53.9 59.8

Table 3: Results on the VQA-E validation set.

1. Hyperparameters

For all tasks, we fine-tune our model with the Adam op-
timizer [30] with a linear decaying learning rate starting at
3e-4, β1 = 0.9 and β1 = 0.999, batch size of 128, and
train for 8 epochs. We use beam search with a beam size
of 5 for evaluations. When tuning the noise level, we select
0.04 for VQA, 0.08 for visual entailment and visual news,
0.14 for captioning in the single caption setting, and 0.04
for captioning in the multiple captioning setting.

2. Detailed Results

To facilitate more detailed comparisons with other
works, we present results across more metrics of our
evaluated datasets. In all tables, upper bounds that use
images are shown above the dashed line.

Captioning. We present results in Table 1 for BLEU-4 [49],

Model Val Test

CLOSE w/Images 77.0 77.7
CLOSE w/Tuned Noise 75.9 75.9
CLIP Classifier [57] 67.2 66.6
CLOSE 75.9 75.9
CLOSE w/o Noise 68.7 68.2

Table 4: Results on the visual entailment test and validation
set.

Model B-4 M R C

VNC w/Images [40] 5.3 8.2 17.9 50.5
CLOSE w/Images 9.3 10.9 25 105.7
CLOSE 5.4 8.2 19.7 80.8
CLOSE w/o Noise 2.1 4.9 12.7 32.1

Table 5: Results on the visual news test set.

Model Individual Any

OpenAI Curie 58.8 85.0
GPT-J 42.7 81.9

Table 6: How often generated captions contain the target
keywords when generating synthetic captions using differ-
ent language models. The second column shows the suc-
cess rate for individual generations, and the third column
shows how often any caption in the 5 captions generated
per a prompt contain both keywords.

METEOR [10], CIDEr [65] and SPICE [2].
VQA. We present results by question-type for VQA 2.0 in
Table 2 and VQA-E in Table 3.
Visual Entailment. We present visual entailment results on
the test and dev set in Table 4.
Visual News. We present results with BLEU-4 [49], ME-
TEOR [10], ROUGE [15] and CIDEr [65] following [40]
in Table 5. To the best of our knowledge the previous best
reported results is from Liu et al. [40] which does not make
use of a pre-trained language model like CLOSE does.
Qualitative results are show Section 5.

3. Generating Synthetic Captions using Lan-
guage Models

In this section, we give more details about how we gen-
erate captions using language models and the results from
Section 3.3. When generating captions, we use nucleus
sampling [23] at p = 0.95 and a temperate of 1, which we
find generally improves results. It is not uncommon for the



Word Image Curie Model COCO Model

pictured (100x)

a sandwich is pictured 
on a white background.

CIDEr: 0.76

a sandwich is sitting on 
a white plate.

CIDEr: 1.29

lays (100x)

a cat lays on a computer 
keyboard.

CIDEr: 0.43

a cat is laying on a 
laptop computer.

CIDEr: 1.94

cityscape (54x)

a clock with a cityscape 
in the background.

CIDEr: 0.44

a clock on the side of a 
tall building.

CIDEr: 1.95

person’s (13x)

a tennis racquet is seen 
in a person's hand.

CIDEr: 0.62

a close up of a person 
with a tennis racket

CIDEr: 1.12

sunny (3.5x)

a sunny day with people 
flying kites.

CIDEr: 0.09

a number of people on 
a beach with a kite

CIDEr: 0.98

Figure 1: Examples of words that are over-produced by the
captioning model trained on the OpenAI Curie synthetic
captions relative to the model trained on the COCO captions.
The first column shows the word and how much more com-
mon it is across captions generated for images in the COCO
validation set. The remaining columns provide an example
image and a caption from both models with the CIDEr score
computed using human-annotated captions.

caption to fail to contain both input keywords, so we sample
5 captions for each prompt and then select a caption con-
taining the keywords if one exists, and select one randomly
otherwise. The in-context example captions are prefixed by
randomly chosen words that exist within that caption (ex-
cluding stop words), and we use randomly selected captions
from COCO training captions as the examples. During sam-
pling, we randomly shuffle both the order of the in-context
examples and what keywords are used as prefixes for those
examples to improve the diversity of the outputs. If do-
ing unigram sampling, we keep track of the distribution of
words found in the captions generated so far, and sample
new keywords in proportion to how under-represented they
are, while never sampling over-represented words.

Statistics for how often the input keywords are correctly
included in the caption are shown in Table 6. The success
rate is less than 60%, although selecting from 5 generations
brings the success rate up considerably. GPT-J is worse
than OpenAI Curie, but sampling extra captions helps make
up for this deficiency. Future work could integrate a con-
strained beam search method to address this difficulty [43].

We find that about 10% of GPT-J captions are not coher-
ent or do not describe a visual scene, while these kinds of

captions almost never occur with OpenAI Curie. Overall,
for GPT-J, producing 100k captions took about 50 GPU
hours using a NVIDIA RTX A6000. For OpenAI Curie,
each generation requires approximately 500 tokens per a
query, so the total cost was about 100$1. Both methods are
far cheaper than annotating data.

As discussed, we observe stylistic differences occur be-
tween models trained on synthetic captions and models
trained on COCO captions. A particular issue is that,
while unigram sampling prevents words becoming under-
represented, it still allows some words to become over-
represented if the language model has a natural tendency
to generate them. Figure 1 contains some examples where
the model trained on OpenAI Curie captions uses words like
“pictured”, “lays” or “cityscape” that almost never occur in
COCO captions and thus lead to low quantitative scores even
when used correctly. Interestingly, we find GPT-J is not as
affected by this issue, which likely stems from differences
in what data the language model was trained on. Never-
theless, the captions do still correspond well to the image
content, as shown by reasonably good captioning scores de-
spite these stylistic issues, showing it is possible to learn
captioning using only synthetic data.

4. The Relationship Between Image and Text
Vectors

We perform a small case study by selecting four im-
age/caption pairs that represent two different semantic
changes in terms of animal species and positions (the result
is shown in Figure 2) and examine how the image or text
vectors shift according to these changes. We observe that
text vectors move more consistently when either the species
or positions of the animals change. This disparity is likely
due to random shifts in image semantics that correlate with
conceptual changes in the text, such as subtle alterations in
the animals’ appearance, textures, or background.

We further analyze how image and text vectors typically
differ by computing the differences between image/text
pairs in an auxiliary corpus of COCO. We center these dif-
ferences and apply PCA. The first two plots in Figure 3
show that the first few PCA dimensions explain a large por-
tion of the variance in these differences, showing that dif-
ferences often occur in similar directions. We also plot the
Pearson correlation coefficient for the most related features
in the third plot, showing that a number of these features are
highly correlated. Indeed, image/text pairs tend to move in
a structured manner that follows a particular ”shape”. We
capture this subtle relationship by studying the covariance
matrix of the differences between text-image vectors. We
then modify our Gaussian noise that is added to the text
during training to better simulate this co-movement.

1At the current rate of 0.002$ per 1k tokens on 11/16/2022



Change in position

Text vector shift:
Δ Dim(512) = -0.1
Image vector shifts:
Δ Dim(512) = -0.06
Δ Dim(528) = -0.09

Change 
in 

species

Change in position

Text vector shift:
Δ Dim(512) = -0.1
Image vector shifts:
Δ Dim(512) = -0.04
Δ Dim(385) = 0.08

Text vector shift:
Δ Dim(430) = -0.06
Image vector shifts:
Δ Dim(430) = -0.08
Δ Dim(723) = 0.09

“A standing cat” “A sleeping cat”

“A standing dog” “A sleeping dog”

Text vector shift:
Δ Dim(430) = -0.06
Image vector shifts:
Δ Dim(430) = -0.05
Δ Dim(330) = -0.08

Change 
in 

species

Figure 2: An example of how image/text feature vectors shift with a specific change in species (vertically) or position
(horizontally). Text adjacent to each arrow shows any significant changes in the text (purple) or image (red) vector that
occurred because of the shift.
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Figure 3: Plots analyzing the differences between image and text vectors for image/caption pairs in COCO captions. Only the
first 200 features are shown.

5. Visual News Qualitative Examples

We show some qualitative examples for visual news in
Figure 4. We observe that close to 50% of time, the pre-
dicted captions can be more descriptive (i.e., they can in-
clude more details), indicating there is room for this visual

news captioner to grow. There are also some cases in which
the predicted captions are better than the ones provided by
human (the target captions). But overall, the general sense
of both the news images and articles are present in the cap-
tions produced by CLOSE.





Figure 4: Examples of visual news captions produced by CLOSE trained on text captions and news articles alone, and then
applied zero-shot to news images and articles.


