Appendix for Neglected Free Lunch – Learning Image Classifiers Using Annotation Byproducts

We include additional information in the Appendix. In §A, you can download ImageNet-AB and COCO-AB datasets and find the directories for front-end code for ImageNet and COCO annotation tools. In §C, we present details for our crowdsourcing-based ImageNet and COCO re-annotations. In §D, we present extensive lists of byproducts from ImageNet-AB and COCO-AB. In §E, we present further statistics and interesting features of the annotation byproducts in ImageNet-AB and COCO-AB. In §F, we include additional experimental details and results that supplement the main-paper results.

A. Links

Our main repository is at:
- Neglected Free Lunch (GitHub)

Download datasets at:
- ImageNet-AB (HuggingFace)
- COCO-AB (HuggingFace)

Please find the codebase for ImageNet and COCO annotation tools in the root directory:
- ImageNet: github.com/naver-ai/imagenet-annotation-tool
- COCO: github.com/naver-ai/coco-annotation-tool

They are replications of respective original annotation tools: [19, 15] for ImageNet and [14] for COCO.

B. Detailed comparison against previous work

We cluster the related work into two groups in Table A. Group A: Solving image classification with additional annotations (e.g. semantic segmentation) [18, 20, 5]. Group B: Solving various vision tasks with point supervision [3, 17, 4].

It is possible to make a quantitative comparison against methods in Group A. They solve the image classification task with extra mask annotation costs¹ to improve model robustness. Our innovation is that we achieve this effect without additional supervision costs. RRR [18] and Grad-mask [20] were only tested on small-scale datasets but are replicated in the RobustViT paper [5] for ImageNet evaluation. We present a quantitative comparison in Table B with DeiT-B².

Our LUAB framework improves the performance on all ImageNet benchmarks, whereas Group A methods show mixed results. Importantly, unlike Group A methods, our improvements do not assume the availability of GT masks.

Moreover, LUAB is applicable to general model types, while RobustViT is limited to ViT variants.

Evaluation of Group B methods is not compatible, as their target task is not image classification. We report their annotation costs for point supervision in the table. Our contribution to Group B community is the finding that weak point supervision may be obtained without additional cost from the class labelling procedure. OpenImagesV7 [4] introduces an efficient labelling scheme, but it relies on a pre-trained segmentation model (IRN [2]) to propose points; it is not directly comparable in our setting.

C. Annotation and crowdsourcing details

C.1. ImageNet

We provide further details on the crowdsourced ImageNet annotation. We hired Amazon Mechanical Turk (MTurk) workers from the US region, as the task is described in English. The minimal human intelligence task (HIT) approval rate for the task qualification was set at 90% to ensure a minimal quality for the task.

Each HIT contains 10 pages of the annotation task, each with 48 candidate images. Upon completion, the annotators are paid 1.5 USD per HIT. It is difficult to convert this amount to an exact hourly wage due to the high variance and noise in the measured time to complete each HIT. A rough conversion is possible through the median HIT, which took 9.0 minutes to complete. This yields an hourly wage of 10.0 USD, well above the US federal minimum hourly wage of 7.25 USD [1].

When the submitted work shows clear signs of gross negligence and irresponsibility, we reject the HIT. Specifically, we reject a HIT if:
- the recall rate, defined as the proportion of selected images $I_{select}^c$ among the original ImageNet subset $I_{in}^c$, is lower than 0.333; or
- the total number of selections $I_{select}^c$ among 480 candidates is lower than 30 (there are $480 \times 0.75 = 360$ samples from ImageNet $I_{in}^c$ on average); or
- the annotator has not completed at least 9 out of the 10 pages of tasks; or
- the annotation is not found in our database AND the secret hash code for confirming their completion is incorrect.

Among 14,681 HITs completed, 1,145 (7.8%) have been rejected. Collectively, we have paid $20,304 \text{USD} = 13,536$ approved HITs $\times 1.5 \text{USD} / \text{HIT}$ to the MTurk annotators. An additional 20% fee is paid to Amazon (4,060.8 USD). The entire procedure took place between 18 December 2021 and 31 December 2021.

¹Mask: 80 & 280 sec/im, Cls: 1.13 & 36.3 sec/im for IN & COCO.
²ViT-B trained using the DeiT training setup [22].
Table A: Conceptual comparison against previous work. *It takes 80 sec/polygon [14]. ImageNet & COCO have 1 & 3.5 polygons per image, respectively. †They report results only on Pascal & COCO, respectively. ‡” Estimate in [17] is only theoretical and it differs from our actual time measurement of 36.3 sec/im. §Adopting [17] to the case where 1 point/cls/im is annotated. ††[4] reports 0.8 sec/click for verifying points.

Table B: Quantitative comparison against prior work. We compare ours with the prior arts, including Gradmask [20], RRR [18], and RobustViT [5] using DeiT-B on ImageNet1K and variant robustness benchmarks.

**Annotation interface.** We have tried nudging the annotators to click more frequently on the foreground objects by changing the cursor shape to a red circle and instructing them to “click on the object of interest” while selecting the images. According to our pilot study, this increases the chance of annotators clicking on the object of interest from 70.7% to 91.7% (p-value <0.0005), while not increasing the annotation time meaningfully: 2.02 to 2.09 minutes per page (p-value 0.456).

**C.2. COCO**

For COCO, we follow the ImageNet annotation setup in §C.1 for the worker region and worker qualification.

Each annotation page contains a single image to be annotated. We collate 20 pages into a single human intelligence task (HIT). That results in 82,783 images×\frac{1}{20} \text{HIT} = 4,140 HITs. The compensation for each HIT is 2.0 USD. The median HIT has been completed in 12.1 minutes.

We reject HITs based on the following criteria

- the recall rate, defined as the proportion of retrieved classes among the existing classes, is lower on average than 0.333; or
- the accuracy of icon location, defined as the ratio of icons placed on the ground-truth class segmentation mask, is lower than 0.75; or
- the annotator has not completed at least 16 out of the 20 pages of tasks; or
- the annotation is not found in our database AND the secret hash code for confirming their completion is incorrect.

By continuously re-posting rejected HITs, we have acquired the necessary annotation and byproducts on 4140 HITs. Along the way, we have rejected 365 HITs, giving us a rejection rate 8.8%. Collectively, we have paid 8,280 USD = 4,140 approved HITs × 2 USD / HIT to 662 MTurk annotators. An additional 20% fee is paid to Amazon (1656 USD). The annotation took place between 9 January 2022 and 12 January 2022.

**D. Byproducts details**

**D.1. ImageNet-AB**

We explain the details of ImageNet-AB, the ImageNet1K training set enriched with annotation byproducts. Annota-
tors use input devices to interact with different components in the annotation interface. This results in a history of interactions per input signal per front-end component. On ImageNet, annotators interact with each image (component) on each page with two types of input signals: mouse movements and mouse clicks (Figure 3). We show the full list of annotation byproducts in Figure A. This results in the time series of mouse movements (mouseTracking) and mouse clicks (selectedRecord) for every image. We separately record whether the image is finally selected by the annotator in the selected field. It is true when the length of selectedRecord is an odd number.

In our work, we only demonstrate the usage of additional selectedRecord as a proxy to the object localisation information and show that this alone greatly enhances the models’ robustness. However, there exist other byproducts that may further improve the trained models. We introduce them below and hope that future researches find ways to maximally exploit those additional signals.

We record sufficient yet compact information to reproduce the annotation page: x-y coordinates (imagePosition) and the width and height (imageWidth and imageHeight) of each image in the annotation interface. This information can be useful because the mouse movement pattern is highly entangled with the page layout. For example, annotators are likely to minimise mouse movement by following a serpentine sequence.

We record other annotation metadata for each image, such as the worker identifier (worker_id), the identifier for the human intelligence task (HIT) that contains this image (assignment_id), and the page number within the HIT (page_id). We have anonymised the worker identifier via non-reversible hashing. Extended version of Figure 4.

**Statistics.** There are 1,281,167 ImageNet1K training images $I^\text{imagenet}$. There were two annotation rounds. In the first round, human intelligence tasks (HITs) containing all 1,281,167 original images are shown to the annotators. They have re-selected 71.8% of them. This confirms the observation of [16] that 71% of the validation set samples were re-selected in their setting. The remaining 28.2% of $I^\text{imagenet}$ are re-packaged into a second batch of HITs and presented to the annotators. They have additionally re-selected 14.9% of $I^\text{imagenet}$, resulting in the final 1,110,786 (86.7%) ImageNet1K training images that are re-selected. Those selected images now come with rich annotation byproducts, such as the time-series of mouse traces and clicks. However, annotation byproducts are available even for images that are not finally selected; they are recorded even for images that annotators cancel the selection or simply hover the cursor over. As a result, 1,272,225 (99.3%) of the ImageNet1K training set have any form of annotation byproduct available.

**D.2. COCO-AB**

We explain the details of COCO-AB, the COCO 2014 training set enriched with annotation byproducts. COCO interface (Figure 5) has two main components: (1) the image on which the class icons are placed and (2) the class browsing tool showing the class icons. The annotation byproducts come from those two sources. See Figure B for the full list of annotation byproducts.

The actionHistories field describes the actions performed with the mouse cursor on the image. actionHistories list the sequence of actions with possible types add, move, and remove and the corresponding location and time. We also record the object class of the icon. The mouseTracking field records the movement of the mouse cursor over the image.

Interactions with the class browsing tool leave a time series of superclass interactions that the annotator refers to. They are stored in the field categoryHistories. We also allow interactions based on keyboard (left and right arrows); the use of keyboard is indicated in usingKeyboard.

We record the total time spent for the annotation (timeSpent). To provide the context of the annotation work, we have stored the page number (page_id), the identifier for the HIT (assignment_id), and the
Figure B: Annotation byproducts from COCO. Worker ID has been anonymised via non-reversible hashing. Extended version of Figure 6.

In this work, we only use the last add action in the actionHistories field for each object class to additionally supervise the model to be aware of the actual location of the object in the image. However, the recordings of other interaction histories may be used in future work as additional sources that further improve the trained models.

Statistics. Annotators have reannotated 82,765 (99.98%) of 82,783 training images from the COCO 2014 training set. For these images, we have recorded the annotation byproducts. We found that each HIT recalls 61.9% of the list of classes per image, with the standard deviation ±0.118%p. The average localisation accuracy for icon placement is 92.3%, where the standard deviation is ±0.057%p.

E. Analysis of annotation byproducts

E.1. ImageNet

We analyse the annotation byproducts in more detail. In particular, we measure the informativeness of mouse clicks and traces for the location of objects in an image. All analyses involving the “ground-truth (GT) bounding boxes” is performed on the 42% of the ImageNet1K training set annotated with instance-wise bounding boxes.

GT bounding boxes on ImageNet. ImageNet is a highly object-centric dataset. This is reconfirmed by the distribution of the centre of the GT boxes in Figure C (left). More than 30% of the box centres are located in the 0.82% area at the centre of the images.

We measure the localisation accuracy of random image-agnostic clicks in Figure C (right). We experimented with the random click distribution $N((\frac{H}{2}, \frac{W}{2}), \sigma^2)$ where $\sigma \in [0, \infty]$ interpolates between the click-always-at-the-centre strategy ($\sigma = 0$) and the uniform random click ($\sigma = \infty$). We observe that clicking at the image centre yields 83.9% localisation accuracy, actually greater than the localisation accuracy of clicks 82.9%. Despite a lower overall accuracy, we will see later in the current section that the annotators’ clicks contain much richer information about the variation of object locations than simple centre clicks.

As $\sigma$ increases, the localisation accuracy drops and reaches 48.2% when clicks are uniformly random $\sigma = \infty$. The 48.2% value can be interpreted as the average bounding box area in each image. The relatively high average area of the objects again signifies the object-centric nature of the ImageNet dataset.

Informativeness of clicks. We examine whether the clicks contain information about the variation of object locations. The analysis is not as simple as measuring the overall localisation accuracy, since the dataset is highly object-centric: we have seen above that centre clicks already give 83.9% localisation accuracy, greater than the localisation accuracy of clicks 82.9%. The majority of information about the object location is contained in 16.1% of the samples where a simple centre-click strategy cannot guarantee a correct localisation. In this subset of images where objects are not at the centre, the localisation accuracy of clicks is 56.5%. This implies great information content, as simple centre clicks will give 0% accuracy on this subset.

To further break down the localisation accuracy based on the location of objects and click locations, we plot the location-wise click accuracy in Figure D (right column). For reference, we also plot the distribution of GT box centres and...
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Figure D: Statistics of clicks. Left column: distribution of GT box centres and clicks in ImageNet1K images. Right column: localisation accuracy of clicks at each GT box centre location and click location.

Informativeness of mouse traces. Annotation byproducts include not only clicks but the full history of mouse traces over each image. We measure the localisation accuracy of the mouse traces between entering the image and click. The results are reported in Figure E. Last few mouse trace records before click (Last N) show a mild drop in accuracy (from 82.9% to ∼65% at 8 traces before click); therefore, the last few points before click may give useful localisation information. The trace and time quantile results show that the localisation accuracy is very low when the mouse enters an image (39.3%). The accuracy increases up to the point when the user clicks (82.9%). We observe that the last 10% of the mouse traces (both for trace and time quantile) are still fairly precise with accuracy > 80%. The above observations imply the possibility that one may also utilise a few mouse trace records before the click event to obtain a weak localisation supervision based on scribbles [3].

Click are systematically biased to the top-right corner.

Figure F shows the distribution of clicks relative to the GT object boxes. We observe that the mode of the distribution is close to the centre, but slightly biased to the upper-right corner. The tail of the distribution is more drastically biased towards the top-right corner, almost forming a comet-like shape. We conjecture that browsing through rows of images makes annotators enter an image through the top side and leave it through the right side. And this leaves such a systematic error around the actual location of the objects. Given the systematic bias, it would be an interesting future research direction to either post-hoc calibrate click locations or nudge annotators to reduce the top-right-corner bias for better object localisation.

E.2. COCO

Distribution of objects in COCO. COCO is designed to contain multiple objects in the same image. We verify this by
Icon placements. Example locations of icon placements are shown in Figure I. The distribution of icon placement locations on COCO images is shown in Figure G (right). We observe a distribution that is similar to the box-centre distribution, confirming the fairly precise icon placement accuracy of 92.3% (§D.2). We also measure the systematic bias in icon placement with respect to ground-truth bounding boxes in Figure H. We observe no visible bias. This is in stark contrast to the ImageNet click locations in Figure F. We hypothesise that the tagging interface lets annotators be more focused and be careful with the relative location of the icons with respect to the object regions.

Action sequences in COCO annotations. Annotators can perform three types of actions with the icons: add, move, and remove. In Figure J, we show the histogram of the action sequences for icons that are eventually placed in the images. The most frequent action sequence is a singleton add with 94% frequency. The next common sequence is add-move with 3% frequency: the annotator corrects the position once. The third most frequent sequence is add-remove-add with 2% frequency: the annotator removes the placed icon and then adds it back. This could indicate the annotator’s lack of confidence in either the position of the object or the existence of the object. There are other interesting behaviours. For example, 19 action sequences
repeat the addition and removal: (add-remove)*4-add. We are not sure if this behaviour is due to the annotator's uncertainty or is due to no particular reason (for example, just for fun). In fact, the longest action sequence was add-remove-add-move-(remove-add)*7-move-move-(remove-add)*2 (24 actions).

**Recall by category and object sizes.** We study whether the size of objects contributes to the successful annotation of the object. Figure K shows the scatter plot for class-wise recall versus class-wise average size. Class-wise recall measures the chance that an instance of the class in an image is annotated via icon placement. Class-wise sizes are measured by binning the object box by bins [0, 2^4, 4^2, 6^2, 8^2, 1]. We observe a linear correlation between the object sizes and the recall. This indicates that larger object categories are more likely to be annotated than smaller ones. There are interesting exceptions. For example, sports equipment such as "tennis racket", "skateboard", "baseball racket", "frisbee" and "sports ball" tends to be annotated successfully compared to their small size. We expect this to be related to the saliency of objects. Sports equipment is likely designed to attract human attention or humans are trained to detect such objects well. In the opposite regime, we find furniture such as "bed" and "dining table" is less frequently annotated compared to its size. Again, we believe its relative saliency results in low recall. We tend to perceive such furniture more as a background object that is easy to be overlooked in a scene.

**F. Additional experimental details**

**Training details.** For the ImageNet experiments, we use all the default training hyperparameters provided in the DeiT [22] codebase\(^3\) including training epochs 300 with warmup epochs 5, batch size 1024, learning rate 5e-4, weight decay 0.05. In addition, we use the default hyperparameters for data augmentations and regularizations – RandAug [6] 9/0.5 (i.e. rand-m9-mstd0.5-inc1), Label smoothing [21] 0.1, Stochastic Depth 0.1 with the linear decay of death rate [13], and Random Erasing [11, 7] 0.25; Mixup [24] and Cutmix [23] with the probabilities 0.8 and 1.0, respectively with switching probability 0.5, and the repeated augmentation [12] with 3 repetitions. We train the models with the image size of 224×224 and the test crop ratio of 0.875 based on the basic ImageNet training strategy – RandomResizedCrop, RandomFlip, and ColorJitter following the standard protocol [9, 8, 22]. All the models are trained with the multi-task objective using λ=10.

For the COCO experiments, there is no standard configuration for the image classification task, so we search for hyperparameter sets for convergence of the baseline net-works. As a result, we set training epochs to 100 (5 for warmup epochs), batch sizes to 128, image size to 224×224, learning rate to 2e−5, and weight decay to 0.01. We use the standard data augmentation of the aforementioned basic ImageNet training strategy for all models. In addition to this, we set the minimum range of RandomResizedCrop to 0.1, and use Random Erasing [11, 7] with 0.5. Specifically, we only use We use the AdamP [10] optimizer for training all backbone networks. For multi-task learning, we observe that small λ works well with the small backbone network, and large λ is more effective for larger backbone networks. Specifically, we used λ=5 for ResNet18 and ViT-Ti. We used λ=50 for ResNet50, ResNet152, ViT-S, and ViT-B. Figure L shows that, across all λ, LUAB generally performs better than the models trained with Random points (Rand) or only with task supervision (i.e. λ=0).

**Visualisation of the predicted points.** We visualise the points predicted by our LUAB-trained models with the annotation byproducts. Figure M and N show the points predicted by our ViT-B in random ImageNet validation images and by our ResNet50 in random COCO validation images, respectively. We observe the predicted points are aligned with the ground-truth object locations.

**Using annotation byproducts for data-efficient learning.** Table F shows ViT-Ti performances after training with varying amounts of training data. The result shows that we may use 95% of ImageNet training data without decreasing the performance when annotation byproducts are utilised.

**Using annotation byproducts to pool features.** In the main paper, we have introduced a multi-task learning approach with the point-regression objective for the annotation byproducts. Here, we show another possibility to use the annotation byproducts. We use them as ground-truth attention for a weighted pooling for a convolutional neural network. We design a network architecture with a point-guided (i.e. attentive) pooling layer that amplifies the features corresponding to the point coordinates. The experimental result in Table C shows that this simple method (without any extensive hyperparameters tuning) improves the overall performance of ResNet18 and ResNet50. As for the multitask learning baseline, this attentive pooling approach improves classification performance, OOD generalisation, and resilience to spurious background correlations.

**Exploration of loss functions.** Smooth ℓ^1 (Huber) loss is a natural initial baseline; it has been effective for a similar task of bounding box regression in object detection. We trained ResNet50 with the MSE and Smooth ℓ^1 loss with β ∈ {0.1, 1, 2}. The results in Table E show that MSE can be an alternative, but the Huber loss is still the best choice.
Table C: An alternative baseline of using annotation byproducts. We report the performance of the models using annotation byproducts as guidance of feature pooling location at training. The performance improvements here show that this method can also become a potential approach for using annotation byproducts to improve the robustness and localization abilities. A more sophisticated method upon this baseline would improve the numbers more.

<table>
<thead>
<tr>
<th>Model</th>
<th>Params</th>
<th>IN-1K↑</th>
<th>IN-V2↑</th>
<th>IN-Real↑</th>
<th>IN-A↑</th>
<th>IN-C↑</th>
<th>IN-O↑</th>
<th>Sketch↑</th>
<th>IN-R↑</th>
<th>Cocc↑</th>
<th>ObjNet↑</th>
<th>SI-size↑</th>
<th>SI-loc↑</th>
<th>SI-rot↑</th>
<th>BGC-gap↓</th>
<th>BGC-acc↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>R18</td>
<td>11.7M</td>
<td>71.8</td>
<td>59.7</td>
<td>79.4</td>
<td>1.9</td>
<td>37.1</td>
<td>52.6</td>
<td>21.9</td>
<td>33.8</td>
<td>42.7</td>
<td>21.8</td>
<td>47.5</td>
<td>22.2</td>
<td>31.9</td>
<td>8.6</td>
<td>22.4</td>
</tr>
<tr>
<td>+LUAB</td>
<td>11.7M</td>
<td>72.0</td>
<td>59.9</td>
<td>79.5</td>
<td>1.8</td>
<td>37.8</td>
<td>52.6</td>
<td>21.7</td>
<td>33.8</td>
<td>43.6</td>
<td>22.0</td>
<td>47.6</td>
<td>23.5</td>
<td>32.2</td>
<td>7.4</td>
<td>20.1</td>
</tr>
<tr>
<td>R50</td>
<td>25.6M</td>
<td>77.2</td>
<td>65.4</td>
<td>83.5</td>
<td>4.6</td>
<td>39.8</td>
<td>57.5</td>
<td>25.4</td>
<td>37.2</td>
<td>53.9</td>
<td>27.7</td>
<td>54.2</td>
<td>31.6</td>
<td>39.3</td>
<td>6.0</td>
<td>28.8</td>
</tr>
<tr>
<td>+LUAB</td>
<td>25.6M</td>
<td>77.4</td>
<td>65.8</td>
<td>83.5</td>
<td>5.4</td>
<td>44.1</td>
<td>56.2</td>
<td>25.1</td>
<td>37.6</td>
<td>54.3</td>
<td>27.7</td>
<td>54.7</td>
<td>31.7</td>
<td>40.2</td>
<td>6.4</td>
<td>29.2</td>
</tr>
</tbody>
</table>

Table D: Performance of ImageNet-AB on ImageNet1K without sophisticated training recipes. We extend the study in Table ?? by training ViTs [8, 22] with simpler training recipes. We note more significant improvements due to ImageNet-AB than shown in Table ??.

<table>
<thead>
<tr>
<th>Model</th>
<th>IN-1K↑</th>
<th>IN-V2↑</th>
<th>IN-Real↑</th>
<th>ObjNet↑</th>
<th>SI-size↑</th>
<th>SI-loc↑</th>
<th>SI-rot↑</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>R18</td>
<td>77.5</td>
<td>65.2</td>
<td>78.5</td>
<td>28.5</td>
<td>55.6</td>
<td>33.5</td>
<td>40.9</td>
<td></td>
</tr>
<tr>
<td>+LUAB</td>
<td>77.4</td>
<td>65.2</td>
<td>78.2</td>
<td>28.0</td>
<td>55.5</td>
<td>32.0</td>
<td>40.5</td>
<td></td>
</tr>
<tr>
<td>R50</td>
<td>76.5</td>
<td>64.0</td>
<td>77.7</td>
<td>27.1</td>
<td>53.2</td>
<td>30.0</td>
<td>38.6</td>
<td></td>
</tr>
<tr>
<td>+LUAB</td>
<td>77.6</td>
<td>65.4</td>
<td>78.4</td>
<td>28.9</td>
<td>55.5</td>
<td>32.6</td>
<td>40.7</td>
<td></td>
</tr>
</tbody>
</table>

Table E: Exploration of loss functions for regression.

Table F: Data-efficient training with LUAB. The availability of AB lets us use slightly less amount of training data (100%→95%).
Impact of LUAB without strong augmentations. In the main paper, we have considered the backbones trained with strong augmentations (e.g. DeiT) to make the results more relevant to the state-of-the-art models. Here, we examine the impact of LUAB without such strong augmentations. We choose ViTs as the baseline models because they usually suffer from data deficiency [8, 22] and require stronger augmentations. We follow the training setup provided in original ViT [8]; we limit the strong data augmentation or regularisations previously used. Table D shows the performances without strong augmentations such as RandAug [6], Stochastic Depth [13], Random Erasing [11, 7], Mixup [24], Cutmix [23] in the DeiT training regime [22]. We use a training setup similar to the one in the ViT paper [8]: learning rate 1e-3 and weight decay 0.3. All the models are trained with the multi-task objective using $\lambda=10$ again. We observe that the performance improvements due to LUAB are much greater than those in Table 1. We conclude that the actual impact of annotation byproducts is greater when the performances are not optimised with the use of strong augmentations.
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