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1. Online vs offline augmentation

To investigate the performance of the online fashion of
the data augmentation, we compare it with offline augmen-
tation in terms of adversarial robustness and runtime cost
on CIFAR-10. The offline augmentation refers to imple-
menting TSD multi-times to expand the training set. For
the online augmentation, we augment the shape the same
fold as offline augmentation with TSD, and use them re-
peatedly for the following training. Experiment results are
shown in Fig. S1, where the proposed online augmentation
achieves much better adversarial robustness than the base-
line, and results in only slightly lower robustness than the
offline augmentation. Meanwhile, our algorithm needs only
the similar runtime cost as the vanilla training, which is sig-
nificantly lower than that of offline augmentation.
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Figure S1. Accuracy and iteration times of training set (ITTS) of
offline and online augmentation on CIFAR-10. ‘online10’ denotes
a tenfold increase in training data by TSD.

2. Additional visualization comparisons

In this section, we shed light on how our edge
deformation-based generation images differ from directly
deformed images.
Comparison with direct image deformation: As shown
in Fig. S2, as the deformation intensity λ increases, pro-
ducing directly deformed images with hard constraint [23]
needs to strictly follow the deformation strategy, leading to
ignorance of semantic information, shape rationality or tex-
ture details. By contrast, we perform TPS deformation on
the edge map of an input image, then we inpaint the texture
via a generator trained with edge guidance soft constraint
loss (Eq. (7) in the manuscript). With this loss, generated
images on the deformed edge map can be restricted in a
reasonable range, leading to diversity and rationality of de-
formed shapes.
The performance of EMSE: To shed light on how the in-
troduced self-information edge map works, the produced
edge maps with different shape encoding are presented in
Fig. S3.

Fig. S3 shows that the edge maps of object boundaries
obtained by our method can encode richer shape cues to
better against perturbation noises, compared with the Ro-
bust Canny in the 2nd row. Meanwhile, our shape encoding
enhances the importance of object edges, thus representing
shapes more accurately than those with the self-information
guided map in the 3rd row.
The performance of TSG: To study the performance of
TSG, we visualized the generated samples with or without
the proposed generator in Fig. S4. Specifically, compared
with the pix2pix approach [9], the proposed TSG generates
images with well-preserved sharpness of object shape and
realistic texture, e.g. the generated image in the 4th column,
i.e. it better builds up the connection between shape and the
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Figure S2. Visualizations of image deformation and our edge deformation-based generation images and their self-information guided maps.

Figure S3. From the 1st to 4th rows, it represents raw images
from CIFAR-10, edges extracted by Robust Canny [19], self-
information guided map [18], the proposed extended edge map.

texture label.

Figure S4. From the 1st to 3rd rows, it represents raw images from
the testing set of CIFAR-10, generated images by vanilla pix2pix
[9] together with EMSE and TSD, and our SDbOA.

3. Hyperparameter analysis

Deformation intensity λ: While Fig. S5 shows the sen-
sitivity of shape-bias against the deformation intensity λ,
we further present example samples with different λ in Fig.
S6. It is clear that different samples can withstand vary-
ing degrees of deformation intensity before being misclassi-
fied. More precisely, when λ is relatively small, the global
shape structure maintains similar to the benign image, while

2



Figure S5. Shape-bias sensitivity against different deformation in-
tensities (λ) on the texture-shape cue conflict dataset [2] in terms
of Geirhos’ shape-bias metric [3].

it could be damaged when the images are highly twisted un-
der a large λ. As labeled in the red rectangles of Fig. S6,
these generations are no longer easily classified correctly,
which may hence impair the generalization ability of the
learned feature representation when they are used for train-
ing.
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Figure S6. Synthesized images with different deformation degrees
(λ). The red rectangles label the deformed images that are wrongly
classified.
Number of grids n: In this section, we analyze how the
number of grids n during the meshing TPS procedure af-
fects the model’s shape bias. As shown in Fig. S7, we eval-
uate shape bias of models trained with different number of
grids n and a fixed deformation intensity λ = 0.1.

4. More quantitative results

Results in terms of shape-bias metrics: In this section, we
provide more quantitative results in terms of two shape-bias
metrics in Tab. S1, it shows that our SDbOA achieves larger
shape-bias values compared with SOTA data augmentation
techniques [6, 7, 21] in terms of both metrics.
Robustness against common corruptions: To study the

Figure S7. Shape-bias sensitivity against different number of grids
(n) on the texture-shape cue conflict dataset [2] in terms of
Geirhos’ shape-bias metric [3].

Method Dataset sbGE [3] sbIS [8]
Standard IN 21.39 17.0

AugMix [6] IN 26.85 17.4
AugMax [21] IN 29.51 17.4

PixMix [7] IN 32.79 20.1
SDbOA IN 71.28 31.2

Table S1. Quantitative results (%) in terms of two shape-bias met-
rics with SOTA data augmentation methods, i.e. AugMix [6]
(ICLR’19), AugMax [21] (NeurIPS’21), PixMix [7] (CVPR’22)
and our SDbOA.

robustness of the proposed algorithm under common cor-
ruptions [5], we follow the protocol in Sun et al. [19], and
present the robustness performances in Tab. S2. In Tab.
S2, the mean corruption error (mCE) [5] across all 15 cor-
ruptions and 5 severities for each corruption is used as the
corruptions metric. Tab. S2 shows that our SDbOA can con-
sistently improve the model robustness of the vanilla net un-
der common corruptions, and achieves an improvement of
14.77% on ImageNet-C.

Models FM-C CA-C* C10-C IN-C
Vanilla Net 67.52 65.37 65.83 38.64

SDbOA 72.05 71.80 78.46 53.41
Table S2. Robustness performance (%) under common corruptions
[5]. * denotes that the corruptions are generated by us. ‘FM-C’ is
the abbreviation of ‘Corrupted Fashion MNIST’.

Performance under adversarial training: Since SDbOA
is a non-adversarial-training method, to further study the
adversarial robustness of SDbOA incorporated with adver-
sarial training [14], we further compare our algorithm with
two generative-model-based adversarial training methods
[16, 17]. As shown in Tab. S3, despite SDbOA incorpo-
rated with adversarial training can achieve stronger robust-
ness, standard SDbOA can better trade off the accuracy and
robustness with less training time cost.
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Method Clean Robust Time AT
FDA28 [16] 85.97 60.73 Several Days "

SDbOA28+AT 83.04 72.46 One Day "

SDbOA28 85.27 68.15 3-5 Hours %

PORT34 [17] 87.00 60.60 Several Days "

SDbOA34+AT 85.76 75.08 One Day "

SDbOA34 87.12 73.36 3-5 Hours %
Table S3. Adversarial robustness (%) of ours and relative
generation-based data augmentation SOTAs, i.e. FDA [16]
(NeurIPS’21) and PORT [17] (ICLR’22) employing adversarial
training. We follow the network architecture set up and the ro-
bust metric in [16] measured by AutoAttack [1]. AT represents
PGD adversarial training [14]. ‘28’ or ‘34’ stands for using
WideResNet-28-10 or WideResNet-34-10 [24] as the classifier
network, following [16, 17].

5. Hyper parameter settings

In this section, the detailed experimental settings com-
mon across most experiments are provided.
Training setup: Network architectures from the ResNet
family, namely ResNet-18, ResNet-50 [4] and variants of
WideResNet [24] following previous works [7, 16, 17] are
used. For the proposed TSG module, we implement it as a
two-branch variant of Pix2Pix [9]. Each network is trained
based on Adam optimizer [11]. In the first stage for training
the TSG module, the learning rate, batch size and iteration
epochs are set as 0.001, 64 and 100, respectively. In the
second stage of the training, we jointly train the TSG mod-
ule and the classifier network, where their learning rates are
initialized as 0.0001 and 0.001, where a decay ratio of 0.1
for every 60 epochs is adopted in both two stages of train-
ing. We use the ResNet-18 model for Fashion MNIST [22],
CelebA [13] and CIFAR-10 [12], and pretrained ResNet-50
for ImageNet in the adversarial robustness benchmark (Ta-
ble 2 in the manuscript). ResNet-18 is used in the back-
door attack benchmark (Table 5 in the manuscript). We
use variants of WideResNet (specified in the manuscript)
in generative-model-based adversarial robustness bench-
mark (Table 3 in the manuscript) and corruptions robustness
benchmark (Table 4 in the manuscript). Runtime evaluation
and comparison (Table 3 in the manuscript) are conducted
based on a NVIDIA A5000.
Evaluation setup: For adversarial robustness, adversarial
samples are generated based on the PyTorch library Tor-
chattacks [10]. For corruption robustness benchmark (Ta-
ble 4 in manuscript), the CIFAR-10-C dataset with 15 kinds
of image corruptions and 5 serverities is used. Results re-
ported in Tab. S2 are evaluated on corresponding corrup-
tion databases for Fashion MNIST, CIFAR-10 and Ima-
geNet [5], while the corruption database for CelebA is gen-
erated by us with the Python library Imagecorruptions [15].
The protocol and setup in [19, 20] are followed for evaluat-

ing backdoor attack robustness.
Pipeline setup: For the Robust Canny [19] in the pro-
posed EMSE, the same hyper-parameter setting in [19] is
employed. For representing self-information edge map, the
average self-information value is used as the threshold. For
the TSD module, we set the number of grids n as 16, the
deformation intensity λ as 0.1. The setting of these hyper-
parameters is fixed for EMSE and TSD on all the datasets.

6. More Visualization Results of Deformed
Edge Maps and Synthesised Images

In this section, more edge maps acquired by our TSD, to-
gether with their synthesized images with online data aug-
mentation are visualized in Fig. S8.
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