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A. Quantitative Comparison of Reflection
We present a quantitative comparison of reflection lay-

ers predicted by previous methods and ours on four real-
world benchmark datasets in Table 1. It tells that our
design achieves state-of-the-art overall performance over
other competitors, which further demonstrates the effective-
ness of DSRNet for handling the SIRS problem. Note that,
we conduct a gamma correction for the results of all the
methods with respect to their corresponding ground-truth
reflection layers, in order to evaluate the content-related fi-
delity, rather than their magnitude. For a fair comparison,
we leverage R̃ = I − T as the reference in this comparison.

B. Additional Evaluation Metrics
The comparative evaluation results regarding the recon-

struction quality of the transmission layer are presented in
Table 2. This table showcases the outcomes based on three
additional assessment metrics. Among them, DeltaE [7] re-
flects the accuracy of color restoration, DeepFeatures [11]
displays the precision of semantic information restoration,
while FID [3] conveys the reality of the reconstructed con-
tent. The outstanding performance exhibited across these
additional indicators reaffirms the superiority of our ap-
proach in contrast to alternative methods.

C. Network Structure
The detailed designs of the two stages of our proposed

DSRNet are listed in Table 4 and Table 5, respectively. We
assume that the size of an input image is 224 × 224. The
“Number” columns show the number of blocks that corre-
spond to the “Block Name” in the architecture and the “Or-
der” indicates their feedforward order in the network.

D. Additional Ablation Study
In order to better demonstrate the efficacy of the spe-

cial designs proposed in the main body, an additional ab-
lation study over a pure baseline (UNet) is conducted, as
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illustrated in Table 3, including the usage of the learnable
residue module (LRM), the feature encoder without inter-
action (FE), and DSFNet (Base+DSFNet). As shown, the
introduction of the LRM significantly improves the per-
formance of the baseline. Introducing a feature encoder
can also considerably promote its metrics, while the per-
formance will be further improved by interacting the dual-
stream features in the feature encoder.

E. Advantage over YTMT
We provide the curves of the training error of DSRNet

with YTMT and our proposed MuGI feature interaction
mechanisms in Fig. 1. The other settings are kept the same.
It shows that the one with the MuGI mechanism obtains a
faster speed of the training error reduction, which further
demonstrates the information efficacy of MuGI.

F. More Visual Comparisons
More visual comparisons are provided in Figs. 2-11,

including the predicted transmission layers with their cor-
responding reflection layers and residue terms. The real-
world samples are drawn from the SIR2 dataset [8] and
the Real45 dataset provided by [2]. As can be seen, there
are fewer residual reflection components in our separated
transmission layers compared with other methods. More-
over, benefiting from the improved reflection model, our
approach can simultaneously enhance the separated reflec-
tion layers, making them clearer for recognition, segmen-
tation, etc. The reflection layers estimated by the previ-
ous approaches are either too weak (methods with the ad-
ditive model, including Zhang et al. [12], RAGNet [6], and
YTMT [4]) or mixed with unwanted transmission compo-
nents (methods with the coefficient based and alpha blend-
ing map based models, including BDN [10], IBCLN [5] and
Dong et al. [1]), while ours are much more attractive.
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Methods Real20 (20) Objects (200) Postcard (199) Wild (55) Average
PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM

Zhang et al. [12] 23.93 0.490 26.94 0.515 23.88 0.427 30.20 0.655 25.91 0.493
BDN [10] 22.29 0.427 27.78 0.560 23.72 0.414 30.12 0.627 26.12 0.501
IBCLN [5] 23.03 0.420 27.11 0.501 24.14 0.423 29.92 0.605 26.02 0.477

RAGNet [6] 23.05 0.367 26.98 0.455 24.05 0.364 29.66 0.586 25.90 0.428
YTMT [4] 23.37 0.475 25.47 0.406 22.97 0.442 29.12 0.629 24.76 0.450

Ours 25.03 0.507 27.68 0.543 24.59 0.443 30.63 0.656 26.61 0.513
Dong et al.† [1] 23.91 0.498 27.67 0.561 24.27 0.435 30.23 0.631 26.38 0.514

Ours† 24.94 0.509 28.44 0.560 25.06 0.443 30.87 0.641 27.16 0.518

Table 1: Quantitative results of reflections on four real-world benchmark datasets of methods. The best results are indicated
in bold. † indicates extra training data are involved as in [1].

Metrics Zhang et al. ERRNet IBCLN YTMT Dong et al.† Ours Ours†

DeltaE ↓ 12.709 6.995 6.817 6.735 6.458 6.008 5.708
DeepFeatures ↓ 1.104 0.083 0.086 0.081 0.066 0.066 0.060
FID ↓ 2.683 0.354 0.516 0.327 0.360 0.325 0.279

Table 2: Quantitative results of the transmission restoration on three additional metrics, which is averaged on Real20 and
SIR2 datasets. The best results are indicated in bold. † indicates extra training data are involved as in [1].

Real20 + SIR2 Base Base+LRM Base+FE Base+DSFNet
PSNR 18.81 20.09 22.39 23.99
SSIM 0.818 0.838 0.845 0.887

Table 3: Additional ablation study with a simple UNet
(Base) as the baseline.

Figure 1: Training error of DSRNet with YTMT [4] and our
proposed MuGI mechanisms, respectively. Our interaction
strategy yields an accelerated rate of error reduction.
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Figure 2: Visual comparison of T̂ between state-of-the-arts and ours on a sample from the SIR2 dataset [8] (“055.jpg” in the
Wild subset).
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Figure 3: Visual comparison of R̂ between state-of-the-arts and ours on a sample from the SIR2 dataset [8] (“055.jpg” in the
Wild subset).
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Figure 4: Visual comparison of T̂ between state-of-the-arts and ours on a sample from the SIR2 dataset [8] (“085.png” in the
Postcard subset).
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Figure 5: Visual comparison of R̂ between state-of-the-arts and ours on a sample from the SIR2 dataset [8] (“085.png” in the
Postcard subset).
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Figure 6: Visual comparison of T̂ between state-of-the-arts and ours on a sample from the SIR2 dataset [8] (“053.jpg” in the
SolidObject subset).
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Figure 7: Visual comparison of R̂ between state-of-the-arts and ours on a sample from the SIR2 dataset [8] (“053.jpg” in the
SolidObject subset).



Input Zhang et al. [12] BDN [10]

ERRNet [9] IBCLN [5] RAGNet [6]

YTMT [4] Dong et al. [1] Ours

Figure 8: Visual comparison of T̂ between state-of-the-arts and ours on a sample from the real45 dataset [2] (“qingnan-new2-
1-input.jpg”).
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Figure 9: Visual comparison of R̂ between state-of-the-arts and ours on a sample from the real45 dataset [2] (“qingnan-new2-
1-input.jpg”).
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Figure 10: Visual comparison of T̂ between state-of-the-arts and ours on a sample from the real45 dataset [2] (“qingnan-
new2-31-input.jpg”).
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Figure 11: Visual comparison of R̂ between state-of-the-arts and ours on a sample from the real45 dataset [2] (“qingnan-
new2-31-input.jpg”).



Block Name Output size Branch 1 Branch 2 Order

VGG-19 Stage 1 224× 224
[
3 → 64

]
- 1

MuGI Block 224× 224
[
64 → 64

] [
64 → 64

]
14

VGG-19 Stage 2 112× 112
[
64 → 128

]
- 2

MuGI Block 112× 112
[
128 → 128

] [
128 → 128

]
12

VGG-19 Stage 3 56× 56
[
128 → 256

]
- 3

MuGI Block 56× 56
[
256 → 256

] [
256 → 256

]
10

VGG-19 Stage 4 28× 28
[
256 → 512

]
- 4

MuGI Block 28× 28
[
512 → 512

] [
512 → 512

]
8

VGG-19 Stage 5 14× 14
[
512 → 512

]
- 5

MuGI Block 14× 14
[
512 → 512

] [
512 → 512

]
6

BlinearUpsampling2x 28× 28
[
512 → 512

] [
512 → 512

]
7

DSF Block 56× 56
[
1024 → 256

] [
1024 → 256

]
9

DSF Block 112× 112
[
512 → 128

] [
512 → 128

]
11

DSF Block 224× 224
[
256 → 64

] [
256 → 64

]
13

Conv. 3x3 224× 224
[
3 → 32

] [
3 → 32

]
15

MuGI Block 224× 224
[
32 → 32

] [
32 → 32

]
16

DSF Block 224× 224
[
128 → 64

] [
128 → 64

]
17

Conv. 3x3 224× 224
[
64 → 64

] [
64 → 48

]
64

Table 4: Architecture of the DSFNet (the first stage of the DSRNet).



Block Name Output size Branch 1 Branch 2 Number Order

MuGI Block 224× 224
[
64 → 64

] [
64 → 64

]
2 1

Conv. 2x2 112× 112
[
64 → 128

] [
64 → 128

]
1 2

MuGI Block 112× 112
[
128 → 128

] [
128 → 128

]
2 3

Conv. 2x2 56× 56
[
128 → 256

] [
128 → 256

]
1 4

MuGI Block 56× 56
[
256 → 256

] [
256 → 256

]
4 5

Conv. 2x2 28× 28
[
256 → 512

] [
256 → 512

]
1 6

MuGI Block 28× 28
[
512 → 512

] [
512 → 512

]
8 7

Conv. 2x2 14× 14
[
512 → 1024

] [
512 → 1024

]
1 8

MuGI Block 14× 14
[
1024 → 1024

] [
1024 → 1024

]
12 9

Conv. 1x1 14× 14
[
1024 → 2048

] [
1024 → 2048

]
1 10

PixelShuffle 28× 28
[
2048 → 512

] [
2048 → 512

]
1 11

MuGI Block 28× 28
[
512 → 512

] [
512 → 512

]
2 12

Conv. 1x1 28× 28
[
512 → 1024

] [
512 → 1024

]
1 13

PixelShuffle 56× 56
[
1024 → 256

] [
1024 → 256

]
1 14

MuGI Block 56× 56
[
256 → 256

] [
256 → 256

]
2 15

Conv. 1x1 56× 56
[
256 → 512

] [
256 → 512

]
1 16

PixelShuffle 112× 112
[
512 → 128

] [
512 → 128

]
1 17

MuGI Block 112× 112
[
128 → 128

] [
128 → 128

]
2 18

Conv. 1x1 112× 112
[
128 → 256

] [
256 → 512

]
1 19

PixelShuffle 224× 224
[
256 → 64

] [
256 → 64

]
1 20

MuGI Block 224× 224
[
64 → 64

] [
64 → 64

]
2 21

Conv. 3x3 224× 224
[
64 → 3

] [
64 → 3

]
1 22

Table 5: Architecture of the DSDNet (the second stage of the DSRNet).


