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Table 1. The detailed architecture of ConvNeXt-B backbone.
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A. Complete Implementation Details
Backbone Network Architecture. We use ConvNeXt-

B [12] as the backbone to extract image features. The de-
tails of the ConvNeXt-B are shown in Table 1. The feature
maps output from Stage 2 to Stage 4 of the backbone are
extracted. Then the Stage-4 feature map is downsampled
with a 3 × 3 convolution of stride 2 to obtain another fea-
ture map of a smaller size H/64×W/64. We extract four
feature maps in total. The channel number of each feature
map is aligned via a convolutional layer and a normaliza-
tion layer to 256. For fair comparison, we implement the
existing methods and use the same backbone as their own
paper/code. Their backbones are reported in Table 2. All
the backbones are pretrained on ImageNet. Meanwhile, we
calculate Fd of each testing image as sample data, and con-
duct t-test to obtain p-values on CoNSeP dataset, as shown
in Table 2. Node that the mean detection F1 of nuclei in
each test images Fd =

∑N
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/N is dif-

ferent from the Fd reported in the draft, which is formulated
as Fd =

2
∑N

n=1 TPn
d

2
∑N

n=1 TPn
d +

∑N
n=1 FPn

d +
∑N

n=1 FNn
d

.
Training Details and Hyper-parameters. We build our
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model with the MMDetection framework [3]. During the
training, for each training image, we apply data augmen-
tation to obtain multiple samples. We feed an augmented
sample into two branches. In the local branch, the sample
image first passes through an Adaptive Affine Transformer
(AAT) module, generating M affine transformation matri-
ces. The grid sampler in AAT generates warped images of
the same size as the input, according to the affine transfor-
mation matrices. At the early stage of the training, the local
network is supervised by the warped GTs, and updates the
global network via the exponential moving average (EMA)
strategy. After γ steps, we introduce the prediction of the
global network as additional supervision with a weight α.
Using the global loss at the start will introduce excessive
noise and cause the non-convergence of the model train-
ing. We provide the notation, description and values of
the hyper-parameters for three datasets in Table 3. Most
of these hyper-parameters do not need complicated tuning,
but are set following the MMDetection framework [3].

Data augmentation. Before applying data augmenta-
tion, each pathology image is divided into non-overlapping
image patches. Then we randomly flip and scale each sam-
ple into multiple sizes from 672 to 800. This step is mainly
to improve the number and diversity of the data. During in-
ference, we use sliding windows with non-overlapping im-
age patches. Each sliding window of a testing image is sent
into the global network for prediction.

B. Ablation Analysis

Varying thresholds of maximum category probabil-
ity. Table 4 shows the results of the varying threshold of
maximum category probability on the Lizard dataset [8].
The threshold, denoted as t, is used to select candidate
points from the prediction of the global sub-network, and
then these candidate points act as supervision signals to
train the local sub-network. We experiment with the thresh-
olds from 0.1 to 0.7. The results show that only using high-



Table 2. The statistical significance test between the existing methods and ours on CoNSeP dataset. Fd denotes the mean of detection
F-scores of all testing images. * means p-value≤0.05. ** means p-value≤0.01.

F-score↑ Hovernet [9] DDOD [4] TOOD [6] MCSpatNet [1] SONNET [5] DAT-DETR [11] ConvNeXt [12] AC-Former(Ours)

Fd 0.615 0.545 0.625 0.706 0.582 0.615 0.698 0.726
p-value 0.002* 0.000** 0.002* 0.032* 0.000** 0.002* 0.036* -

Backbone ResNet50 ConvNeXt ResNet101 Vgg16 EfficientB0 ConvNeXt ConvNeXt ConvNeXt

Table 3. Descriptions and values of the hyper-parameters used in the CoNSeP, BRCA and Lizard benchmarks. Most of the hyper-
parameters are set following the default values in the MMDetection framework [3], which do not require complicated tuning.

Hyper-parameter Description CoNSeP BRCA Lizard
M Number of warper images 4 4 4
t Threshold of maximum category probability 0.3 0.3 0.3
α Global loss weight 0.1 0.1 0.1
β1 Hungarian cost matrix weight for regression 5 5 5
β2 Hungarian cost matrix weight for classification 2 2 2
λ1 Focal Loss balanced factor 0.25 0.25 0.25
λ2 Focal Loss focusing parameter 2 2 2
ω1 Positive samples weight for regression 5 5 5
ω2 Positive samples weight for classification 2 2 2
ω3 Negative samples weight for classification 2 2 2
e EMA rate 0.999 0.999 0.999
γ Training steps with only local loss 1600 1600 3200
n Number of query object 1000 1000 1000

Table 4. Effect of the threshold of maximum category probability
t on Lizard dataset.
t 0.1 0.2 0.3 0.4 0.5 0.6 0.7
FNeu.
c 0.121 0.123 0.270 0.204 0.240 0.069 0.009

FEpi.
c 0.748 0.753 0.788 0.785 0.760 0.739 0.552

FLym.
c 0.641 0.653 0.690 0.693 0.654 0.501 0.139

FPla.
c 0.415 0.437 0.475 0.471 0.449 0.342 0.148

FEos.
c 0.412 0.399 0.450 0.415 416 0.293 0.012

FCon.
c 0.610 0.630 0.671 0.656 0.634 0.396 0.035

Fc 0.491 0.498 0.557 0.537 0.526 0.392 0.149
Fd 0.732 0.744 0.782 0.775 0.753 0.621 0.356

Table 5. Effect of the amount of warped images M on Lizard
dataset.
M FNeu.

c FEpi.
c FLym.

c FPla.
c FEos.

c FCon.
c Fc Fd

1 0.119 0.714 0.637 0.402 0.375 0.619 0.478 0.713
2 0.163 0.713 0.633 0.427 0.396 0.640 0.495 0.717
3 0.199 0.755 0.670 0.465 0.438 0.661 0.531 0.761
4 0.270 0.788 0.690 0.475 0.450 0.671 0.557 0.782
5 0.064 0.707 0.627 0.417 0.353 0.620 0.465 0.705

Table 6. Effect of the training steps γ with only the local loss on
Lizard dataset.
γ FNeu.

c FEpi.
c FLym.

c FPla.
c FE

c os. FCon.
c Fc Fd

8k 0.209 0.752 0.635 0.461 0.451 0.647 0.526 0.755
16k 0.238 0.767 0.669 0.458 0.470 0.652 0.546 0.769
32k 0.270 0.788 0.690 0.475 0.450 0.671 0.557 0.782
48k 0.255 0.750 0.670 0.478 0.466 0.654 0.546 0.765

score candidate points as supervision will reduce perfor-

mance. When t ≤ 0.2, the number of candidate points is
likely to exceed the number of the GT centroids, and then
the local network could pay too much attention to the noisy
prediction of the global network. It could result in a drop
of performance as shown in Table 4. The best results are
achieved by setting t to 0.3.

Amount of warped images. Table 5 shows the detailed
F-scores for each nucleus category on Lizard when using
different numbers of warped images. Setting M to 4 ob-
tains the highest Fc 0.557. When setting M to a small
value (< 4), the warped image samples could be insuffi-
cient, which results in a drop of 2%-8% F-scores in clas-
sification. Setting M to a large value (=5) could make the
training process too slow to converge, which causes a drop
of 9% in classification F-score in comparison to the model
with M = 4.

The training steps with local loss only. During training,
we first train the network with the local branch loss only.
After γ steps, the overall loss (including the local and the
global losses) is optimized with α = 0.1. Table 6 shows
the results of varying training steps with local loss only on
Lizard. When γ is set to 8000 or 16000, the local network
has not well trained and its corresponding global network
could output noisy results. That could make the global loss
unpromising, and lead to a drop of 1%-3% classification F-
score in comparison to setting γ = 32000. Setting γ to
a large value (48000) shows a slight decrease of 1.1% Fc.
It may be due to that the model over-fits the GT to some
degree.



Table 7. Effect of focal loss and local network branch. The results are obtained on the CoNSeP and Lizard datasets. ‘Local Network’ is our
proposed method using the local branch for inference while ‘Global (Ours)’ using the global branch for prediction. Both of them utilize a
focal Hungarian loss. ‘DETR Loss’ denotes the results of training our proposed dual-branch model with the loss in DETR [2] instead of a
focal loss. The best result in each column is in bold type.

Methods
CoNSeP Lizard

F Infl.
c FEpi.

c FStro.
c Fc Fd FNeu.

c FEpi.
c FLym.

c FPla.
c FEos.

c FCon.
c F̄c Fd

DETR Loss 0.632 0.611 0.533 0.592 0.735 0.115 0.704 0.595 0.371 0.251 0.546 0.430 0.729
Local Network 0.623 0.634 0.564 0.607 0.739 0.191 0.776 0.688 0.448 0.417 0.657 0.529 0.774
Global (Ours) 0.635 0.635 0.568 0.613 0.739 0.270 0.788 0.690 0.475 0.450 0.671 0.557 0.782

BL BL+AAT

BL+AAT+GL GT

Neutrophil Epithelial Lymphocyte

Plasma ConnectiveEosinophil

Figure 1. Qualitative comparison of the ablation study on Lizard.
Six types of cells are marked with dilated nucleus centroids in six
different colors. ‘BL’ is our baseline of a single network branch.
‘AAT’ denotes our proposed module Adaptive Affine Transformer.
‘BL+AAT’ is a dual-branch model that uses the AAT to warp im-
ages, and the EMA strategy to update the global branch. ‘GL’
means the global loss that is computed between the local and
global predictions. ‘BL+AAT+GL’ denotes our proposed method.

The performance of local network. After training our
proposed dual-branch model, any one of the two branches
can be used to infer testing images. In Table 7, ‘Local Net-
work’ and ‘Global (Ours)’ denote utilizing the local branch
and the global branch of our trained dual-branch model to
predict results, respectively. As shown in Table 7, ‘Global
(Ours)’ outperforms the ‘Local Network’ by 0.8% and 2.8%
F-scores in detection and classification tasks on Lizard.
Thus, our proposed method adopts the global sub-network
for inference.

The effectiveness of focal loss. The Focal Loss [10]
can effectively address the problem of unbalanced cate-
gories and improve the classification performance. In Ta-
ble 7, ‘DETR Loss’ means training our proposed dual-
branch model with the naive Hungarian loss [2] instead of
a focal loss, while ‘Global (Ours)’ means training the dual-
branch model with a focal Hungarian loss as described in
our method section. Both the ‘DETR Loss’ and ‘Global
(Ours)’ use the global branch for inference.

Comparing ‘Global (Ours)’ with ‘DETR Loss’ in Ta-
ble 7, we find that the conventional cross-entropy loss with-
out focal loss is difficult to deal with unbalanced classes.
Especially on Lizard [8], the classification performance of
neutrophils is much worse than those of other categories.
On CoNSeP [9], even with the same-level F-score of detec-
tion, our method ‘Global (Ours)’ still exceeds the model
using ‘DETR-Loss’ by 2.1% F-score in the classification
task. These results suggest that the focal loss in our pro-
posed method ‘Global (Ours)’ can effectively ease the issue
of class imbalance.

C. Qualitative Comparison
Figure 1 shows the qualitative comparison among ‘BL’,

‘BL+AAT’ and ‘BL+AAT+GL’ methods. ‘BL’ is our base-
line that contains a single network branch and is trained
with original pathological images. ‘AAT’ denotes our pro-
posed Adaptive Affine Transformer. ‘BL+AAT’ is a dual-
branch model that uses the AAT to yield warped images
for the local branch, and the EMA strategy to update the
global branch. ‘BL+AAT+GL’ denotes our finally proposed
method. GL means global loss that is computed between the
local and global predictions. The results indicate that using
the AAT module and the global loss can make the model
more robust to identify the hard samples in a dense distri-
bution of nuclei. For example, the Eosinophil are scarce in
Figure 1 and are surrounded by numerous nuclei of other
types. Note that our proposed method ‘BL+AAT+GL’ can
locate and recognize most of these hard samples in Figure 1.

Figure 2 displays the qualitative comparison on three
dataset. Our method performs better than existing ap-
proaches in the cases of both densely distributed cells (Fig-
ure 2(a)) and sparse cells (Figure 2(b)).
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(b) BRCA-M2C [1]

TOODHoverNet InputMCSpatNetDDOD

DAB-DETRSONNET OursConvNeXt UperNet GT

Neutrophil Epithelial Lymphocyte Plasma ConnectiveEosinophil

(c) Lizard [8].

Figure 2. Qualitative comparison on the CoNSeP, BRCA and Lizard datasets. We compare the proposed method with existing state-of-
the-art approaches, including Hovernet [9], SONNET [5]), DAB-DETR [11], TOOD [6], Yolox [7], UperNet [13] with ConvNeXt [12]
backbone and MCSpatNet [1].
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