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1. Main Evaluation Metrics
The nuScenes dataset evaluates the 3D MOT perfor-

mance mainly by utilizing AMOTA, which is built upon
the sAMOTA (scaled AMOTA) metric [10] to deal with the
problem of MOTA [1] that may tend to filter low-confidence
detections because of the potential of causing false-positive
results. The AMOTA is defined as MOTA [1] over n recall
thresholds:
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where IDSr, FPr, FNr denote the number of identity
switches, false positives, and false negatives calculated at
the certain recall r, and GT is the number of ground truth.

2. More Experimental Results
Analysis of different frame lengths (T ). In Table 1, we
investigate the effect of different frame lengths utilized in
our motion transformer. It is worth noting that we apply the
global representation instead of the motion representation
for the case of the single frame (T = 1). We find that, as the
frame number becomes larger, the performance is improved
gradually, especially when using more than 4 frames. In the
main paper, we use T = 6 as our final setting.

Effectiveness of time positional encoding in motion
transformer. In Table 2, we show that using a learnable
time positional encoding for the proposed motion trans-
former improves the performance since it makes the model
aware of motion cues at different timestamps.

3D MOT results on the nuScenes validation set. Table
3 and Table 4 present the 3D tracking performance on the
nuScenes validation set for single-camera and multi-camera
settings. It shows that our MoMA-M3T achieves better re-
sults than existing methods on both tracking settings, which
validates the effectiveness of our approach.

Frame Number AMOTA↑ AMOTP↓ MOTA↑

(a) 1 29.5 1.447 25.5
(b) 2 30.2 1.441 26.2
(c) 4 30.9 1.436 27.1
(d) 6 31.1 1.432 27.1

Table 1. Analysis of different frame lengths for our motion
transformer on the nuScenes validation set. We use the global
representation to deal with the single frame observation.

Setting AMOTA↑ AMOTP↓ MOTA↑

w/o Time Positional Enc. 30.7 1.435 26.4
w/ Time Positional Enc. 31.1 1.432 27.1

Table 2. Effectiveness of time positional encoding in motion
transformer on the nuScenes validation set.

Method AMOTA↑ AMOTP↓ RECALL↑ MOTA↑ MOTP↓

CenterTrack [13] 6.8 1.54 0.23 6.1 -
TraDeS [11] 11.8 1.48 0.23 - -
PermaTrack [8] 10.9 - - 8.1 -
DEFT [2] 20.9 - - 17.8 -
Time3D [6] 26.0 1.38 - 20.7 0.82
QD-3DT [5] 24.2 1.518 0.399 21.8 0.81

MoMA-M3T (Ours) 31.1 1.432 0.468 27.1 0.766

Table 3. 3D MOT performance on the nuScenes validation set
for the single-camera tracking setting. We use bold to highlight
the best results.

Method AMOTA↑ AMOTP↓ RECALL↑ MOTA↑ MOTP↓

MUTR3D [12]† 29.4 1.498 0.427 26.7 0.799
CC-3DT [3]⋄ 42.9 1.257 0.538 35.7 -

MoMA-M3T (Ours)† 36.2 1.369 0.484 31.2 0.794
MoMA-M3T (Ours)⋄ 44.8 1.225 0.550 38.8 0.714

Table 4. 3D MOT performance on the nuScenes validation
set for the multi-camera tracking setting. † and ⋄ denote us-
ing DETR3D [9] and BEVFormer [7] as the detector with the
ResNet101 [4] backbone, respectively.

3. Qualitative Visualization
More visualization results. In Figure 1, we show example
visualization results on the nuScence validation set. It can



Figure 1. Qualitative results on the nuScenes validation set. We plot the tracking results of our MoMA-M3T based on the image view
(left) and the bird’s eye view (right) with the 15 historical frames on the BEV plane, in which different colors denote different tracklets.

be observed that our method can track different types of
objects across various scenarios.

Failure case. We provide a representative failure case in
Figure 2. Due to the inaccurate object depth estimation for
the yellow box (see the right figure), the tracker cannot asso-
ciate it with the existing tracklet (#139) since their position
distance is too far from each other (more than 10 meters). It
thus generates a new identity (#143) for the detection.
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