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A. Experiment Details

A.1. Datasets

We conduct experiments on CUB-200-2011 dataset [43]
and Stanford Cars dataset [4] following existing part-
prototype networks. Besides, we also adopt a newly pro-
posed dataset named PartImageNet [3]. CUB-200-2011 cov-
ers 200 categories of 11,788 images, Stanford Cars covers
196 categories of 16,185 images and PartImageNet covers
158 categories of 24095 images. Furthermore, CUB-200-
2011 contains location annotations of object parts for each
image, including 15 categories of object parts (back, beak,
belly, breast, crown, forehead, left eye, left leg, left wing,
nape, right eye, right leg, right wing, tail, throat). PartIma-
geNet contains 41 categories of object parts. Our data aug-
mentation settings strictly follow the first part-prototype
network (ProtoPNet [1]). Precisely, each image of CUB-200-
2011 is cropped according to the bounding box annotations
in the dataset. Besides, all these three datasets are augmented
by offline data augmentation with random rotation, skew,
shear, and left-right flip (each image is augmented 30 times).

A.2. Interpretability Benchmark

This section describes the calculation of the consistency
score and stability score of ProtoTree [6] and ProtoPool [7]
in detail. ProtoTree and ProtoPool both share the prototypes
for different categories, and thereby we adopt a slightly
different strategy to calculate their consistency score and
stability score. For ProtoTree, we calculate the consistency
score and stability score of each prototype on its Top-30
highest activated images, because each category in CUB-
200-2011 has around 30 images. For ProtoPool, we calculate
the consistency score and stability score of each prototype

in the category with the highest assignment score on it.

A.3. Details of Consistency Score

In the calculation of consistency score, we generate the
averaged corresponding object part apj ∈ RC of each pro-
totype pj over the test images from the allocated category
of pj , and determine the consistency of pj according to
whether the maximum element in apj exceeds a threshold.
Because some object parts are invisible in some images,
we calculate each element of apj only in the images that
contain this object part. Specifically, we use u(x) ∈ RC to
denote the visible object parts in image x according to object
part annotations in image x. Like opj (x), u(x) is a binary
vector with ui(x) = 1 if the i-th object part is visible in x
and ui(x) = 0 otherwise. And the final apj is calculated as
below (⊘ denotes element-wise division):

apj =
( ∑

x∈Ic(j)

opj (x)
)
⊘
( ∑

x∈Ic(j)

u(x)
)
.

A.4. Additional Components of ProtoPNet

ProtoPNet [1] adopts some additional components for
model training: a cluster loss Lclst, a separation loss Lsep.
This section specifies the details of these components:

Cluster Loss Lclst. The cluster loss is to encourage each
training image to have some image patch that is close to at
least one prototype from its category. Concretely, the cluster
loss for image x with label y is calculated as below:

Lclst = min
j:pj∈Py

min
z̃∈f(x)

∥z̃ − pj∥2.
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Separation Loss Lsep. The separation loss is to keep every
image patch of a training image away from the prototypes
not from its category. Concretely, the separation loss for
image x with label y is calculated as below:

Lsep = − min
j:pj /∈Py

min
z̃∈f(x)

∥z̃ − pj∥2.

A.5. Hyper-parameters of the Revised ProtoPNet

We adopt some modifications to the vanilla ProtoPNet.
Besides the activation function and orthogonality loss men-
tioned in Section 3.3.3 of the main paper, we also select some
different hyper-parameters: (1) We select a single-layer add-
on module instead of a double-layer one (i.e., an add-on
module consists of simple convolutional layers to align the
dimension of the feature map to that of the prototypes). (2)
We select a smaller dimension size for prototypes (i.e., we
set the dimension size to 64 instead of 128). (3) We set the
decay rate of learning rates to 0.4 instead of 0.1.

A.6. SDFA Module

This section introduces the detailed implementation of
the SDFA module. The “deep feature map” of the SDFA
module is selected as the last feature map for different DNN
backbones. In contrast, the feature map in the 0th layer,
8th layer and 4th layer of ResNet, VGG, and DenseNet
are selected as the “shallow feature map”, respectively. The
common ground of these shallow feature maps is that they
are all in the shape of 56 × 56.

B. Additional Experiments
B.1. Experiments on Stanford Cars Dataset

In this section, we demonstrate the performance of our
method on the Stanford Cars dataset. As shown in Tab. 2,
our method achieves the state-of-the-art performance supe-
rior to existing part-prototype networks over six backbones
(ResNet34, ResNet152, VGG16, VGG19, DenseNet121, and
DenseNet161). Besides, we can find that the performance
rank of part-prototype networks on the Stanford Cars dataset
is consistent with that on the CUB-200-2011 dataset.

B.2. Experiments on PartImageNet Dataset

In this section, we demonstrate the performance of our
method on PartImageNet dataset [3]. PartImageNet is a
newly proposed dataset with high-quality object part an-
notations, which is suitable for the interpretability evaluation
of part-prototype networks. Therefore, we implement the ex-
periments of ProtoPNet [1] (the first part-prototype network),
TesNet [8] (the previous SOTA part-prototype network) and
our model on PartImageNet. As shown in Tab. 3, our model
outperforms ProtoPNet and TesNet by a large margin in both
interpretability and accuracy.

Method ProtoTree ProtoPNet ProtoPool Deform. TesNet Ours

Original 21.6 53.8 57.6 57.0 65.4 72.1
IoU 18.2 35.1 38.5 41.4 56.7 70.4
PGD 16.4 26.2 39.9 36.5 53.1 60.8

Table 1. Original: The original stability score in the main paper.
IoU: The stability score calculated with IoU. PGD: The stability
score calculated using PGD attack for noise production. The results
are from CUB-200-2011 on ResNet34 backbone.

B.3. Other Variants of Stability Score

B.3.1 Stability Score with IoU

In the original version of our proposed stability score, we
determine the stability of prototype pj according to whether
its corresponding object parts are the same in the original
and perturbed images: 1{opj (x) = opj (x+ ξ)}. Actually,
other versions like measuring the IoU between correspond-
ing regions of a prototype can also be used to determine
stability. Intersection over Union (IoU) measures the match-
ing degree between two regions, which calculates the ratio
of intersection parts over union parts between two regions.
Therefore, we slightly modify the stability score by replacing
opj (x) = opj (x+ ξ) with IoU(rpj (x), rpj (x+ ξ)) ⩾ υ:

Ssta=
1

M

M∑
j=1

∑
x∈Ic(j)

1{IoU(rpj (x), rpj (x+ ξ)) ⩾ υ}
∥Ic(j)∥

.

Here, IoU(·, ·) denotes the IoU between two regions. We
set υ to be 0.8 for all part-prototype networks, and as shown
in Tab. 1, the evaluation results of IoU version are highly
consistent with the original version.

B.3.2 Stability Score with PGD Attack

PGD attack [5] is a famous white-box attack method, which
iteratively optimizes the adversarial image to attack the
model through the gradients of a target loss function. Specif-
ically, given an input image x, let x′

t denote the adversarial
image generated at the t-th iteration, x′

t+1 is generated as:

x′
t+1 = Clipx,ϵ(x

′
t + α · sign(∇x′

t
L(x′

t, y))).

Here, α, L and y are the coefficient, the target loss func-
tion and the ground-truth, respectively. sign(·) is a function
that returns the sign of a real number. Besides, Clipx,ϵ(·)
is to clip the image values that exceed a pre-determined
boundary (ϵ) of the original image x.

The vanilla PGD attack aims to attack the classification
results of a network thereby it sets L to be the classification
loss. In our case of attacking corresponding object part of
prototypes, we set L to promote the highest activation values



and suppress the smallest activation values in the activation
map vpj (x) ∈ RH×W of prototype pj on x. In this way, the
PGD attack method would attempt to reverse the activation
values in the original vpj (x) and thus changes the corre-
sponding region of prototype pj on x. Specifically, given
the prototype pj and image x, the target loss function for
prototype attack is defined as:

L = − 1

Z̃

(
Topω{vpj (x)} − Bottomω{vpj (x)}

)
.

Here, Z̃ is the normalization term, Topω{vpj (x)} is to se-
lect the top ω elements in vpj (x) while Bottomω{vpj (x)}
is to select the smallest ω ones. Finally, we utilize the gener-
ated adversarial images to calculate the stability score. For all
part-prototype networks, we set ω to be 10 and conduct the
PGD attack for 4 runs (with the standard hyper-parameters).
As shown in Tab. 1, the evaluation results of the PGD-version
stability score are overall consistent with the original version,
and our model is still the most stable part-prototype network.

B.4. ViT Backbones

Existing part-prototype networks are mostly explored on
the CNN backbones. In fact, they can be easily extended to
ViT backbones by resizing the sequence of image tokens to
be a feature map in the last layer of ViTs (e.g., the sequence
of image tokens with shape R196×D can be resized as a
feature map with shape R14×14×D). Therefore, we imple-
ment the Baseline model, ProtoPNet (the first part-prototype
network), TesNet (the previous SOTA part-prototype net-
work), and our model on CUB-200-2011 with three ViT
backbones (DeiT-Ti, DeiT-S, and DeiT-B). As shown in
Tab. 4, the evaluation results on ViT backbones are similar
to that on CNN backbones. Specifically, ProtoPNet still has
poor interpretability and accuracy, and our model signifi-
cantly outperforms other part-prototype networks in both
interpretability and accuracy.

B.5. More Ablation Experiments

This section provides more ablation experiments of the
coefficient λalign and the thresh γ of Lalign in the SDFA
module on CUB-200-2011. As shown in Tab. 6, the increase
of λalign evidently improves the consistency score and sta-
bility score of our model over three backbones (especially
when λalign is small), but a too high λalign may affect the
learning of classification loss and thus hurts the accuracy.
Furthermore, in Tab. 7, when γ increases, the consistency
score and stability score of our model both reduce over three
backbones. This is because Lalign only restrains the pairs
with dissimilar score larger than γ, and smaller γ signifies
a stronger constraint of Lalign. But similar to λalign, a too
small γ would hurt the accuracy. Therefore, Tab. 6 and Tab. 7
collectively validate the availability of the SDFA module.

C. Additional Visualizations
We provide more visualization examples in this section.

Fig. 1 demonstrates the visualization of object part annota-
tions and the corresponding regions in three images. Fig. 2,
Fig. 3 present the corresponding regions of two consistent
prototypes from our model. To avoid the “cherry picks”, all
the images in that category are visualized. Besides, Fig. 4,
Fig. 5, Fig. 6, Fig. 7, Fig. 8, Fig. 9, Fig. 10, Fig. 11 are
additional examples of reasoning process from the CUB-
200-2011 dataset and the Stanford Cars dataset.
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Method ResNet34 ResNet152 VGG16 VGG19 Dense121 Dense161

ProtoTree [6] 86.6 N/A N/A N/A N/A N/A
ProtoPNet [1] 88.8 88.5 88.3 89.4 87.7 89.5
ProtoPool [7] 89.3 N/A N/A N/A N/A N/A

TesNet [8] 90.9 92.0 90.3 90.6 91.9 92.6
Ours + SA + SDFA 92.0 92.8 90.8 91.0 92.4 92.9

Table 2. The accuracy of part-prototype networks on Stanford Cars. The results are over six convolutional backbones pre-trained on
ImageNet.

Method
ResNet34 ResNet152 VGG19 Dense121 Dense161

Con. Sta. Acc. Con. Sta. Acc. Con. Sta. Acc. Con. Sta. Acc. Con. Sta. Acc.

ProtoPNet [1] 15.6 70.3 79.3 27.3 72.7 82.4 15.7 69.7 77.3 11.6 69.1 80.6 10.6 70.1 83.4
TesNet [8] 42.8 82.1 83.5 36.7 77.0 87.1 23.9 71.3 81.2 47.3 77.8 83.9 48.1 80.8 86.3

Ours + SA + SDFA 47.5 85.6 85.2 53.9 84.0 88.9 34.5 73.8 82.6 49.5 83.4 85.7 55.3 85.2 88.8

Table 3. The comprehensive evaluation of interpretability and accuracy of part-prototype networks on PartImageNet. The results are over five
convolutional backbones pre-trained on ImageNet. Con., Sta. and Acc. denote consistency score, stability score and accuracy, respectively.
Bold font denotes the best result.

Method
DeiT-Ti DeiT-S DeiT-B

Con. Sta. Acc. Con. Sta. Acc. Con. Sta. Acc.

Baseline N/A N/A 81.2 N/A N/A 82.2 N/A N/A 82.5
ProtoPNet [1] 27.3 59.0 77.2 12.3 57.5 78.1 16.9 56.6 76.0

TesNet [8] 38.4 61.4 81.2 29.0 63.1 80.4 36.2 62.4 82.9
Ours + SA + SDFA 48.8 65.7 84.3 58.3 67.9 84.6 51.7 70.4 85.0

Table 4. Evaluation results of interpretability and accuracy of part-prototype networks on CUB-200-2011. The results are over three ViT
backbones pre-trained on ImageNet. Con., Sta. and Acc. denote consistency score, stability score and accuracy, respectively. Bold font
denotes the best result.

(a) (b) (c)

Figure 1. Visualization of object part annotations and the corresponding regions in three images. The colorful points are different object
part annotations from the dataset, and the yellow bounding boxes are corresponding regions of a prototype. If an object part is inside the
bounding box, we determine that this prototype corresponds to this object part in this image.



Symbol Description Symbol Description

x Input image c(j) The allocated category of prototype pj

f Convolutional network of ProtoPNet apj Averaged corresponding object parts of pj , apj ∈ RC

gp Prototype layer of ProtoPNet µ Threshold for determination of consistency of prototypes
h Fully-connected layer of ProtoPNet Scon Consistency score of ProtoPNet
K Number of categories in the dataset ξ Noise for determination of stability of prototypes
M Number of prototypes in gp Ssta Stability score of ProtoPNet
N Number of prototypes allocated to each category t(z) Spatial similarity structure of z, t(z) ∈ RHW×HW

D Dimension of the prototype Hs,Ws, Ds Height, width and dimension of a shallow feature map
P The set of M prototypes in gp Hd,Wd, Dd Height, width and dimension of a deep feature map
pj The j-th prototype in P, pj ∈ R1×1×D zs A shallow feature map, zs ∈ RHsWs×Ds

D Dimension of the prototype zd A deep feature map, zd ∈ RHdWd×Dd

H , W Height and width of the feature map Lalign The shallow-deep feature alignment loss
z The feature map extracted by f , z ∈ RH×W×D logitk Classification score of category k

z̃ A unit of z, z̃ ∈ R1×1×D γ Threshold for Lalign

vpj (x) The activation map of pj on z, vpj (x) ∈ RH×W wSA Weight of SA module, wSA ∈ RM

gpj (x) The activation value of pj on z w̃SA Normalization of wSA

Sim(·, ·) Similarity score between two vectors Ltotal The total loss
rpj (x) The corresponding region of pj on x Pk Concatenation of prototypes from category k, Pk ∈ RN×D

Hb,Wb Height and width of the corresponding region IN The N ×N identity matrix
C Number of categories of object parts in the dataset Lortho The orthogonality loss

opj (x) Corresponding object parts of pj on x, opj (x) ∈ RC Lclst The cluster loss
u(x) Visible object parts in x, u(x) ∈ RC λalign Coefficient of Lalign

Ik Test images belonging to category k Lce The cross entropy loss
⊕ Concatenation of two vectors Lsep The separation loss

Table 5. Summary of notations used in the main body of this paper.

Backbone
0.30 0.40 0.50† 0.60 0.70

Con. Sta. Acc. Con. Sta. Acc. Con. Sta. Acc. Con. Sta. Acc. Con. Sta. Acc.

ResNet34 69.5 70.6 83.7 70.4 71.2 83.7 70.6 72.1 84.0 71.5 72.4 83.8 71.8 72.4 83.6

VGG19 53.5 62.4 82.6 56.6 62.5 82.8 56.5 63.5 82.5 58.4 63.9 82.5 58.9 64.8 82.2

Dense121 67.1 65.4 85.4 67.9 66.5 85.2 68.1 67.6 85.4 69.7 68.0 85.2 70.5 68.6 84.8

Table 6. Ablation experiments of the coefficient λalign of the alignment loss Lalign on CUB-200-2011. † denotes the parameter we choose in
the main experiments. The results indicate that the increase of λalign improves the consistency score and stability score of our model, but a
too high λalign may affect the learning of classification loss and thus hurts the accuracy.



Backbone
0.05 0.10† 0.15 0.20 0.25

Con. Sta. Acc. Con. Sta. Acc. Con. Sta. Acc. Con. Sta. Acc. Con. Sta. Acc.

ResNet34 72.4 72.3 83.5 70.6 72.1 84.0 69.9 71.2 83.9 68.8 70.6 84.2 69.3 69.5 83.8

VGG19 58.6 64.2 82.1 56.5 63.5 82.5 56.6 62.7 82.5 55.9 62.8 82.8 55.5 62.0 82.7

Dense121 71.2 67.8 84.8 68.1 67.6 85.4 67.7 66.9 85.4 66.5 65.2 85.2 67.4 64.3 85.1

Table 7. Ablation experiments of the thresh γ of the alignment loss Lalign on CUB-200-2011. † denotes the parameter we choose in the
main experiments. The results indicate that the decrease of γ improves the consistency score and stability score of our model. But similar to
λalign, a too small γ hurts the accuracy.

Method ResNet34 ResNet152 VGG19 Dense121 Dense161

Baseline 21.39M 58.55M 20.17M 7.16M 26.91M
ProtoTree [6] 21.55M 58.80M 20.29M 7.35M 27.17M
ProtoPNet [1] 22.02M 59.08M 20.76M 7.76M 27.43M
ProtoPool [7] 22.27M 59.53M 21.01M 8.07M 27.90M

Deformable [2] 26.84M 79.13M 25.58M 17.65M 49.07M
TesNet [8] 21.85M 58.80M 20.59M 7.55M 27.14M

Ours + SA + SDFA 21.45M 58.40M 20.19M 7.15M 26.74M

Table 8. The number of parameters in different part-prototype networks (Measured on CUB-200-2011). Bond font denotes the minimum
number of parameters.
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Test Set

Figure 2. A consistent prototype p from our model, which corresponds to the head in all the images of category Sayornis (max(ap) = 1.00).



Training Set

Test Set

Figure 3. A consistent prototype p from our model, which corresponds to the feet in all the images of category Sayornis (max(ap) = 0.93).
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Figure 4. Reasoning process of a Sayornis.
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Figure 5. Reasoning process of a American Redstart.
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Figure 6. Reasoning process of a Fox Sparrow.
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Figure 7. Reasoning process of a Scarlet Tanager.
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Figure 8. Reasoning process of a Ford Freestar Minivan 2007.
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Figure 9. Reasoning process of a Ford Fiesta Sedan 2012.
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Figure 10. Reasoning process of a Jaguar XK XKR 2012.

Original Image
 Image Representing

the Prototype


......... ...

Prototype
 Activation

Map


Similarity

Score


Evidence of Classification for Lambor. Diablo Coupe 2001:


...

Why is the car classified as a 


Lambor. Diablo Coupe 2001?


Total Scores for Lambor. Diablo Coupe 2001:


1.53


1.59


2.17


21.14


Original Image
 Image Representing

the Prototype


......... ...

Prototype
 Activation

Map


Similarity

Score


Evidence of Classification for Nissan 240SX Coupe 1998:


...
Total Scores for Nissan 240SX Coupe 1998:


0.01


0.64


5.76

Figure 11. Reasoning process of a Lambor. Diablo Coupe 2001.
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