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A. Limitations and Social Impacts
For limitations, the first one might be the scope of

this work. Our paper reveals the weakness of masked
autoencoders (MAE) [15] on adversarial robustness and
only strives to mitigate this weakness on image classifica-
tion problem, of which the research scope seems relatively
small. However, we should argue that MAE is far more than
just an advanced solution for vision pretraining, it has de-
veloped a lot of vision backbone variants [4, 12, 17, 9, 6, 1]
and inspires a variety of fields such as video learning
[24, 11, 23], 3D point cloud learning [21, 27, 14], multi-
modal learning [2, 13], audio learning [26], graph learning
[16] or even robotics [25, 22]. The potentials and impacts
brought by MAE is tremendous, enough to shock the whole
community of deep learning or machine learning. More-
over, pretraining-finetuning has become a more effective
way for many downstream vision tasks. Accordingly, an
intensive study and improvement for some particular prop-
erty of MAE cannot be blamed for being too small in scope.
By contrast, it should be concerned and encouraged as the
result of the popularity of large pretrained models in both
industry and academia.

For social impacts, we believe our work can further
facilitate the robustness research on large pretrained mod-
els or paradigms. With the popularity of the pretraining-
finetuning in downstream domains, our work is meaningful
to the security/robustness issues existed in such paradigms.

B. Details about Integrating Perceptual Loss in
MAE Pretraining

With the analysis given in Sec. 3.2 in our manuscript, it
is clear that MAE relies more on medium-/high-frequency
signals of input images due to only predicting raw pixels.
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In the light of BEiT [3] and PeCo [8], a natural idea for
improving MAE’s ability on adversarial robustness is in-
volving some semantic context in reconstruction rather than
only moving towards raw image pixels. To realize this, we
leverage a pretrained ViT-Tiny to compute the multi-layer
feature distance between MAE decoded image and original
image tokens in the masked region, which is so-called per-
ceptual loss [18]. Formally, Let fl(x) be the normalized
feature of l-th transformer block of the pretrained ViT-tiny
model. Then for the original image x and the reconstructed
image x̂, we can formulate the perceptual loss as:

Lperc =
∑

l∈{3,6,9,12}

∥ fl(x)− fl(x̂) ∥22, (1)

Here we empirically use the feature of 3rd, 6th, 9th, 12th

transformer block, and the final perceptual loss is the sum
of feature loss of these four blocks. The final pretraining
objective loss is the sum of the original pixel-level mean
square error loss Lpix and perceptual loss Lperc:

Ltotal = Lpix + λ ∗ Lperc. (2)

where λ is set as 1 by default. With this simple design, MAE
can reduce its dependence on high-frequency signal of im-
ages while inheriting original pixel reconstruction loss to
maintain the great learning ability. Note that, this improve-
ment only brings limited extra training budget since we just
apply a ViT-Tiny model for perceptual loss computation,
which is efficient enough during forward or backward com-
pared to the total training time.

To validate the effectiveness of improved MAE that is
equipped with our multi-layer perceptual loss, we test its
adversarial robustness under the same setting as given in
Table 3 of our manuscript. According to the quantitative
results showcased, the involvement of perceptual loss can



Algorithm 1: Adversarial BERT Pretraining
Input: clean image set X; transformer encoder E;

auxiliary prediction head h; pixel
reconstruction loss Lpix

Output: Parameters θ of E and h;
for each sampled mini-batch {x} ∈ X do

◦ Generate random masks {m} for {x}
◦ Forward masked mini-batch {xm} to get
reconstructed results {x̂}:

x̂ = h(E(xm))
◦ Generate the adversarial mini-batch {xadv}

with stand untargeted ℓ∞ PGD attack:
for t=1,· · · ,T do

xt
adv = xt−1

adv + ϵ∇xt−1
adv

[m · Lpix(x, x̂
t−1
adv )]

end
◦ Feed the adversarial mini-batch {xadv} into

pretraining by minimizing:
Lpix(x, x̂adv)

end

comprehensively boost the ability of MAE. Both clean clas-
sification accuracy and adversarial robustness are improved
to a nearly satisfying level.

C. Details about Adversarial BERT pretrain-
ing

Besides the first baseline, we also consider another intu-
itive baseline, i.e., introduce adversarial learning into MAE
pretraining to improve its robustness. Similar to conven-
tional adversarial learning, our intuition is to force the trans-
former model to learn on corrupted images that are adver-
sarially generated by gradient-based attack in an online way.
The difference is that we want to increase the robustness of
pretraining rather than the supervised trained model. Subse-
quently, we do not have any label information during BERT
pretraining to guide the adversarial sample generation.

As shown in Algorithm 1, when integrating adversar-
ial BERT pretraining with MAE, we follow the original
MAE pretraining procedure and add the online generated
adversarial samples into training alternatively. Since MAE
encoder only operates on unmasked tokens, we only add
adversarial perturbations onto the unmasked regions. Fol-
lowing untargeted standard ℓ∞-norm PGD attack, we iter-
atively generate adversarial masked images by maximizing
the MAE pixel reconstruction loss, i.e.,

xt
adv = xt−1

adv + ϵ∇xt−1
adv

[m · Lpix(x, x̂
t−1
adv )], t ∈ [1, T ],

(3)
where ϵ denotes the attack step size, the superscriptˆdenotes
the reconstructed image, m is the generated random mask
for BERT pretraining, and T is the total iteration number
and set as 4 by default. After generating the online adver-

sarial samples xadv , we will add them into MAE pretraining
as hard samples and predict the groundtruth raw pixel val-
ues from clean samples in an adversarial way.

min
θ

Lpix(x, x̂adv). (4)

Likewise, we conduct the robustness evaluation of MAE
over the same setting after equipping with adversarial BERT
pretraining. From the results shown in Table 3 of our
manuscript, we surprisingly find that both clean classifi-
cation accuracy and adversarial robustness are boosted. It
is a counterintuitive phenomenon, since adversarial train-
ing is usually a trade-off game to balance the clean per-
formance and adversarial robustness with proper harness,
i.e., one of them can be boosted while the other one de-
grades. Especially, we find the robustness improvement on
C&W and Auto-Attack are not that significant, which may
be because C&W and Auto-Attack share different adver-
sarial perturbation generation mechanisms from PGD. This
adversarial BERT pretraining gives a successful try to com-
prehensively improve MAE’s ability and will inspire more
research works in exploring better transferable adversarial
BERT pretraining in this direction.

D. Robustness Evaluation on ℓ2-Norm Attack
We provide the adversarial robustness results to ℓ2-norm

attack for ViTs that are equipped with different training
methods, including the supervised baseline, MoCo v3 [5],
BEiT [3], PeCo [8] and MAE [15]. Specifically, we imple-
ment the ℓ2 version of PGD [20], BIM[19], MIM [10] and
AA[7] attacks for the verification. For PGD, BIM and MIM,
we set the budget as ϵ = ε∗

√
C ×H ×W , where C,H,W

denotes the dimensions of the input image. For AA, we set
the budget as η. As the results given in Table 1, MAE’s
robustness degradation is also significant, further demon-
strating the interesting observation raised in our manuscript.
Overall, MAE has obviously degradation on adversarial
robustness when compared with other vision BERT pre-
training methods.

E. Layer Correlation
We further provide the layer correlation results for differ-

ent vision training methods. To better understand the simi-
larity of learned representations (i.e., layer outputs) of these
training methods, we tested both 1) the CKA results be-
tween different layers of themselves and 2) the CKA results
across different layers from different trained ViTs.

From Figure 1, we can easily find that vision BERT
pretraining methods enable the ViT model having the
stronger correlation between lower layers and higher
layers like previous pretraining methods, while the ViT
trained in supervision shows much worse layer correlation
by contrast.



Method Clean Acc (%) Robust Acc (%) (ε = 0.001, η = 0.2) Robust Acc (%) (ϵ = 0.005, η = 0.3)

PGD[20] MIM[10] BIM[19] AA[7] PGD[20] MIM[10] BIM[19] AA[7]

Supervised 81.8 58.7 39.3 55.8 13.7 0.2 1.1 20.8 4.3
MoCo v3 [5] 83.1 61.1 46.4 59.9 20.9 0.2 1.7 21.5 7.8
BEiT [3] 83.2 64.8 40.8 53.9 19.2 4.6 0.7 15.8 6.8
PeCo [8] 84.5 64.7 41.5 56.4 15.9 3.8 1.2 21.8 4.9
MAE [15] 83.6 58.4 28.9 46.3 5.9 0.1 0.3 11.6 1.3

Table 1. Comparison of robustness to various ℓ2-norm adversarial attacks among different BERT training methods. All methods are equally
implemented on ViT-Base backbone, and MAE shows significantly worse robustness than other methods. Here, “Clean Acc” and “Robust
Acc” mean the classification accuracy on clean samples and adversarial samples respectively. For PGD, BIM and MIM, we set the budget
as ϵ = ε ∗

√
C ×H ×W , where C,H,W denotes the dimensions of the input image. For AA, we set the budget as η.
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Figure 1. Centered kernel alignment (CKA) similarity calculated on the layer outputs of ViTs that are equipped with different training
methods, where “1-12” denotes the different ViT block layer and the layer index “13” means the normalized activation. The brighter lattice
denotes the larger CKA similarity, while the darker lattice denotes the weaker CKA similarity.

Besides, it can be observed that different methods share
the similar shallow layer representations. The reason
might be that, as we speculated, they follow the similar way

to extract the local information from input images before
the feature fusion in the higher layers.
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