
A. Qualitative Results
In Fig. 1, we visualize the feature maps from ‘layer4’

of ResNet-18 pre-trained by PCD and vectorized variant
of PCD, respectively. The feature maps of ResNet-18 pre-
trained by PCD show clear outlines of input images.

Figure 1: Visualization of feature maps. Images of the first
column are from COCO val2017. The second and the
third column depict the output feature maps of ‘layer4’ of
ResNet-18 pre-trained by PCD and vectorized variant of
PCD, respectively.

B. Details of Fine-Tuning Experiments
B.1. Fine-Tuning on CityScapes

The fine-tuning hyper-parameters are listed as follows:

Configuration Value

optimizer SGD
base learning rate 0.01

momentum 0.9
weight decay 1e-4

batch size 16
training steps 90000

learning rate schedule WarmupMultiStepLR
warmup iters 1000

decay milestones 63000, 81000
shortest edge of resizing [512, 768, ..., 2048]

max input size 4096
random cropping True
random flipping True

B.2. Fine-Tuning MobileNet v3 (Large)

MobileNet v3 (Large) [5] is not a stage-wise architec-
ture like ResNet series [4]. We have to manually define
the “stem” and “res” stages in MobileNet v3 (Large) to fit
in Detectron2. The rules for partitioning the modules of
MobileNet v3 (Large) are: i) modules with the same stride
belong to the same partition; ii) res4 must be of stride 16.
We show the partitioning results:

index modules total stride partitions

1 conv 2
stem

2 IBN 2

3 IBN 4
res2

4 IBN 4

5 IBN 8
res36 IBN 8

7 IBN 8

8 IBN 16

res4

9 IBN 16
10 IBN 16
11 IBN 16
12 IBN 16
13 IBN 16

14 IBN 32

res5
15 IBN 32
16 IBN 32
17 conv 32

B.3. Distilling from Different Teachers

In Sec.4.3, we try using other models as teachers. Most
of checkpoints are from the official repository, except for
BYOL [3]. The ResNet-50 [4] pre-trained by BYOL are
from the implementation of [6]. We list out the URLs for
downloading these models:

• MoCo v3 (ResNet-50) [2]: https://dl.
fbaipublicfiles.com/moco-v3/
r-50-1000ep/r-50-1000ep.pth.tar

• MoCo v3 (ViT-Base) [2]: https://dl.
fbaipublicfiles.com/moco-v3/
vit-b-300ep/vit-b-300ep.pth.tar

• SwAV [1]: https://dl.fbaipublicfiles.
com/deepcluster/swav_800ep_pretrain.
pth.tar

• BYOL [3]: https://
drive.google.com/file/d/
1-5-O49vsro9YW9WTokSc8CoSrmjKfieB/
view?usp=sharing



• Barlow Twins [7]: https://dl.
fbaipublicfiles.com/barlowtwins/
ljng/checkpoint.pth

Barlow Twins has a projection head with an output di-
mension of 8192. We have to use the variant of PCD with
asymmetric loss to distill knowledge from Barlow Twins
due to limited memory.
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