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A. Additional Implementation Details

In this section, we provide additional details of our
method that could not be included in the main paper. The
order of the description follows that of Section 3 in the main

paper.
A.1l. Kinematics Learner

Figure A.1 shows the network architecture related to
generating pose parameters, namely the feature encoder and
the pose generator, which is part of the parameter estimator.
The feature encoder receives the point cloud input and out-
puts the encoded feature, which is passed to the pose gener-
ator. Note that the sequence of motion is further processed
with a transformer encoder and decoder. The VAE architec-
ture of the pose generator fits a Gaussian distribution for the
latent distribution such that the input pose parameters can
be closely reproduced by the encoder-decoder pair. Specif-
ically, the VAE architecture generates the posterior and the
prior distribution of the latent space z conditioned on the
encoded feature. To form the posterior distribution, we con-
catenate the ground truth pose parameters to the feature and
pass it to the MLP layer. We concatenate the latent vector
zt, which is sampled from the distribution, with the encoded
feature F} and the positional encoding information. Finally,
the concatenated vectors are passed to the transformer de-
coder to form a sequence of pose parameters.

We also use the encoded features F' to estimate the root
translations and the shape parameter of the mesh. Each F;
passes through the translation estimator and the shape esti-
mator, which consists of an MLP layer. To make the shape
parameter to be constant throughout the sequence, we out-
put the average of the estimated parameters.

A.2. Feature Follower

The network architecture of the feature follower is iden-
tical to the feature encoder in the kinematics learner shown
in Figure A.1-(a). We train the feature follower to output

the feature encoding similar to the output of the kinematics
learner.

B. Dataset Details
B.1. Human Motion

We use AMASS dataset [4] to train the kinematics of
the human motion. Since the dataset used for training and
testing the feature follower is SMPL [3] parameters from
CMU dataset [ 1], we train our kinematics learner excluding
CMU. Also, as we make the input sequence to be 10 fps
and the total number of frame to be 40, we exclude the se-
quence shorter than 4 seconds. From the sequences longer
than 9 seconds, we split the sequence in the period of 5
seconds from the beginning and if the last split has the se-
quence shorter than 4 seconds, it is merged to the former
split. For example, if the length of the sequence is 16 sec-
onds, the frames from the beginning to 5 second will be the
first split and the frames from 5 second to 10 second will be
the second split. The last split will have the frames from 10
second to the last, 16 second. When training, the sequences
longer than 5 seconds are cropped randomly to generate 10
fps, 40 frames input sequence. Finally, the total number of
sequences we use to train the kinematics learner is 17,481.

Now, we outline the dataset used to train the feature fol-
lower. After generating the depth image by projecting the
SMPL model of CMU, using the same process of making
SURREAL dataset [8], we obtain single-view point clouds
which are made to seem as if they are obtained from a single
depth camera. We also split the sequence in the period of 5
seconds similar to the process explained above. The num-
ber of generated single-view point cloud sequences is 2,759.
Then, we spare 200 sequences to the test set randomly and
the rest to the train set of the feature follower.

To generate the motion sequence to train our model
for the spatially partial sequence input, we manipulate the
depth image. We erase the depth information which is in a
random box, which is randomly sized and randomly placed
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(a) Feature Encoder

(b) Pose Generator

Figure A.1. The process to generate pose parameters from the input point cloud sequence. (a) shows the feature encoding process and (b)
shows the network architecture of the pose generator. The variables which are written in red letters are the given inputs.

in image. By making a point cloud sequence from that ran-
domly masked depth image, it is possible to obtain a spa-
tially partial point cloud sequence.

B.2. Hand Motion

Since hand motion has less diversity than that of hu-
man motion, we use the dataset having a smaller scale than
the scale of the human motion dataset. We utilize two
MANO [7] fitted hand motion datasets, HanCo [1 1, 10] and
InterHand2.6M [5]. To train the kinematics learner for the
hand motion input, we use the given train and validation
split of the both datasets. Also, we make the input sequence
of a hand motion to be 5 fps with 40 frames total in a similar
way we make the dataset for human motion. As a result, we
use 1,753 sequences to train the kinematics learner for hand
motion. The sequences, which are not used when training
the kinematics learner, are used to train and test the feature
follower.

We make use of Open3D library [9] to generate single-
view point cloud of a hand. We first render 3D mesh of
a hand and then obtain the depth image from a viewpoint,
which is randomly chosen from an orbit rotating around
the hand. Then, we make the single-view point cloud of
a hand sequence using the Open3D internal function. Since
the point clouds obtained from the Open3D library are too
smooth, we add random noise with gpgise 0.01 to the point
clouds. We set the sequences from capture id: 0
in InterHand2.6M as the test split of the feature follower,
which includes 75 hand motion sequences. The remaining

sequences are being the training split of the feature follower,
and the number of the sequences in the training split is 172.

C. Hyperparameter Setup

We show the hyperparameter settings of our method for
training the kinematics learner and the feature follower, re-
spectively. The weights for the loss terms do not vary
through the input type. That is, loss weights for the hu-
man motion and the hand motion are the same. Also, the
weights for the noisy sequence or the partial input are set
equally.

The total epoch of the training is written as Nepoch. When
the number of epoch reaches Nfrg dgecay and Nyecond decays
the learning rate [r reduces to Ir/4 and Ir/10, respec-
tively. maxplockrate denotes the maximum masking ratio
of the sequence, the masking ratio is set randomly below
maxXplock rate- Block rate 0.4 means 77, X 0.4 input time
steps are randomly masked. Dp refers to the dimension
of the PointNet [6] feature and DF is the dimension of the
Transformer feature, both shown in Section 3.1 in the main
paper. Drp 1, and Dy ¢y are the latent dimension and the
dimension of the feedforward network model of the Trans-
former layer, respectively. N7 F payer 1S the number of layers
in the Transformer network and N7 Head 1S the number of
heads in the multi-head attention models.

C.1. Kinematics Learner

We set the the hyperparameters for the kinematics
learner as in Table C.1. Additionally to the hyperparame-



Nepoch 4,000

Train- Nirst_decay 3,000

related N, second_decay 3v500

Ir 0.0005

# input point cloud 1,024

Input- Trot 40

related Ng 10

ma Xplock_rate 0.4

Dp 512

Dp 512

Network- Drpgy, 256

related Drpss 1,024

N T F\,Layer 4

NTF Head 8
wy™ 0.5 Nepoch 2,000
we 0.5 Train- Nirst_decay 1,200
Loss- wy 0.5 related N@econd,decay 1,600
related Wyol 1.0 Ir 0.0001
we (1) (1) # input point cloud 1,024
UKL ; Input- Ty 40
) ) ) related Ng 10
Table C.1. Hyperparameter setups to train the kinematics learner. Ma Xpjock rate 0.4
Dp 512
ters written in the given table, the number of pose parame- Dp 512
ters for the human motion datasets is 66 and the number of Network-  Drp 256
joints is 24. Different from the human motion datasets, the related Drr sy 1,024
number of pose parameters for the hand motion datasets is N7F Layer 4
48 and the number of joints is 21. N7 F Head 8
C.2. Feature Follower (3 1.0
We report the hyperparameter setups to train the feature Loss- ZG 82
follower in Table C.2. The number of pose parameters and related we 0' 5
the joints are equivalent to the training of the kinematics w; 0:1

learner.

Table C.2. Hyperparameter setups to train the feature follower.



D. Additional Qualitative Results
D.1. Full Sequence Input

We show the mesh recovery results of the pretrained kinematics learner. The kinematics learner reconstructs mesh from

the full point cloud sequence input.

P

Input

B
e

GT

Ours

15 18 21 24 27 30 33 36 39

Figure D.1. The result of the kinematics learner reconstructing the mesh sequence from the full point cloud sequence input.






D.3. Spatially Partial Sequence Input
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Figure D.3. The results showing our model generating multiple plausible poses under severely sparse observations. We show sample 3
latent vectors for the pose generation and decode them to generate plusible mesh sequences.
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D.S5. Real Sequence Input
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Figure D.5. Mesh recovery results of our method and the baselines. Zuo et al. [12] without additional optimization cannot really match
the point cloud and is inconsistent over the sequence. VoteHMR [2] outputs better result than the Zuo et al. [12] without fitting but the
performance is still weak. The mesh sequence from our model seems to match the best to the point cloud sequence over the baselines.
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