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In this document, we include supplementary materials
for “Knowing Where to Focus: Event-aware Transformer
for Video Grounding”. We first provide more concrete im-
plementation details of pseudo event timestamps generation
(Sec. 1), and additional experimental results (Sec. 2), includ-
ing ablation studies and qualitative results.

1. Pseudo event timestamps generation

We generate the pseudo event-level supervision (i.e.,
pseudo event timestamps P̂ in Eq. (8)) to learn event rea-
soning. In this section, we describe the details of the pseudo
event timestamps generation. While pseudo event times-
tamps generation is highly inspired by the prior work [2],
which leverages the temporal self-similarity matrix (TSM),
we detect pseudo events without any learnable parameters in
an unsupervised manner.

Specifically, we first obtain the temporal self-similarity
matrix S ∈ RLv×Lv by computing cosine similarity between
video representations hv. Similar to [2], we define the con-
trastive kernel Z ∈ Rz×z with the kernel size z = 5 as
follows:

Z =


1 1 0 −1 −1
1 1 0 −1 −1
0 0 0 0 0
−1 −1 0 1 1
−1 −1 0 1 1

 (1)

Since the kernel is designed to imitate the boundary pattern
in the TSM [2], we can obtain the boundary scores b ∈
RLv by applying the convolution to the diagonal elements
of the TSM. With the boundary scores b, we remove the
scores that are lower than the average boundary score b̄ and
apply a sliding max filter with a size of 3 to filter out the
consecutively distributed scores. The remaining indices are
assumed to be the event boundary, and we define the pseudo
event timestamps P̂ as the center coordinate and duration
between each boundary index.
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Table 1. Choice of attention mechanism for event reasoning on
QVHighlights val split.

Methods R1@0.5 R1@0.7 mAP GFLOPs Params

Cross-attention 57.35±1.4 41.55±1.2 37.00±1.0 0.49 10.1M
Slot attention 61.36±1.2 45.79±0.7 41.74±0.7 0.47 9.0M

Table 2. Performance with respect to the different number of itera-
tions for slot attention on QVHighlights val split.

K R1@0.5 R1@0.7 mAP GFLOPs

1 57.16±1.6 41.35±0.9 37.92±0.7 0.467
2 58.26±1.2 43.29±0.6 38.72±0.8 0.469
3 61.36±1.2 45.79±0.7 41.74±0.7 0.472
4 60.45±1.3 44.00±0.7 39.48±0.6 0.474
5 59.16±1.2 43.35±0.6 38.96±0.6 0.476

2. Additional Experiments
In this section, we present additional component anal-

ysis on QVHighlights [4] (Sec. 2.1), ablation studies on
Charades-STA [1] and ActivityNet Captions [3] (Sec. 2.2),
and qualitative results for video grounding (Sec. 2.3).

2.1. Additional component analysis

We provide additional component analysis according to
the choice of attention mechanism for event reasoning, the
number of iterations K in slot attention, the number of trans-
former layers and qualitative analysis for the gated fusion
transformer layer.

Slot attention vs. cross-attention. While we use the slot
attention mechanism for event reasoning in the main paper,
conventional cross-attention can be used as an alternative.
The main difference between the slot and cross-attention
is the attention normalization axis. In the cross-attention,
the softmax normalization is applied over the input axis,
making the attention values for each slot independent of each
other. Contrary to this, the normalization along event slot
direction as in the slot attention enables slots to compete and
exchange information with each other to cover distinctive



Table 3. Comparison of models with different number of layers on
QVHighlights val split. # layers indicate the number of transformer
encoder-decoder layers used for the video grounding.

# layers R1@0.5 R1@0.7 mAP GFLOPs Params

2 60.90±1.5 44.06±0.9 38.91±0.7 0.34 6.9M
3 61.36±1.2 45.79±0.7 41.74±0.7 0.47 9.0M
4 61.68±1.4 45.90±0.7 41.78±0.8 0.60 11.1M
5 61.35±1.4 46.94±0.8 41.80±0.6 0.73 13.2M

Table 4. Component ablation results for the proposed method on
Charades-STA test split and ActivityNet Captions val 2 split.

Event
reasoning

GF
trans. layer Levent

Charades-STA ANet Captions

R1@0.5 R1@0.7 R1@0.5 R1@0.7

66.75 42.26 53.09 31.74
✓ 66.91 42.67 54.44 33.87
✓ ✓ 67.24 43.85 55.09 35.21
✓ ✓ ✓ 68.47 44.92 58.18 37.64

semantics in a given video. As shown in Tab. 1, we can
obtain higher performance with the slot attention. In addition,
the slot attention shows higher computational efficiency than
the cross-attention in terms of GFLOPs and the number of
parameters by reusing the parameters for every iteration.

Iteration K in slot attention. The number of iterations K
in the slot attention determines how much each slot interacts
with each other. To validate the effectiveness of the number
of iterations K, we evaluate the performance, as shown in
Tab. 2. The comparison between K = 1, 2 and 3 shows the
larger number of K improves the performance with slightly
lower computational efficiency (i.e., GFLOPs). Meanwhile,
larger values of K than 3 bring performance degradation.
We speculate that a large number of iterations makes the
model converges difficult, as analyzed in [5]. We set K to
3, which achieves a reasonable trade-off between training
efficiency and performance.

Number of layers. We compare the performance accord-
ing to the number of layers T in Tab. 3. Since a small number
of layers (less than 3) insufficiently learn the video-sentence
interaction, the result shows poor performance. While higher
performance can be attained with more layers, the compu-
tational complexity also increases. Considering the overall
performance and efficiency, we set T to 3.

2.2. Ablation study

We provide ablations on the key components of EaTR and
hyper-parameters, including the number of moment queries
N and the balancing parameter λevent.

Component ablation. We study the impact of each com-
ponent in EaTR on Charades-STA [1] and ActivityNet Cap-
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(b) λevent ∈ [0.5 : 0.5 : 4]

Figure 1. Hyper-parameter analysis on Charades-STA test split.
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(b) λevent ∈ [0.5 : 0.5 : 4]

Figure 2. Hyper-parameter analysis on ActivityNet Captions val 2
split.

tions [3] in Tab. 4. Each component introduces consistent
improvement on both Charades-STA and ActivityNet Cap-
tions, where the full usage of components contributes 2.66%
and 5.9% gain in terms of R1@0.7, respectively.

Number of moment queries. We depict the impact of the
number of moment queries N on Charades-STA [1] and Ac-
tivityNet Captions [3] in Fig. 1a and Fig. 2a. For Charades-
STA, a small N achieves better results than the large N
where the optimal result is obtained with N = 6. In contrast,
for ActivityNet Captions, the overall tendency is similar to
the results of QVHighlights [4] where the optimal result
is obtained with N = 10. The main difference between
Charades-STA and the other two datasets lies in the granu-
larity of videos: Charades-STA mostly contains fine-grained
videos (i.e., visually similar with subtle changes) consisting
of few events whereas the other two datasets (i.e., QVHigh-
lights and ActivityNet Captions) contain coarse videos (i.e.,
visually distinct with significant changes) consisting of nu-
merous events. Due to the difference in the granularity of
the video, a small number of N is enough for Charades-STA
while a large number of N enables the model to better cap-
ture the numerous events in videos for QVHighlights and
ActivityNet Captions. Thus, we set N = 6 for Charades-
STA and N = 10 for ActivityNet Captions.

Effect of λevent. The sensitivity of Levent on Charades-
STA [1] and ActivityNet Captions [3] are in Fig. 1b and
Fig. 2b. The event localization loss introduces an improve-
ment with 2 ≤ λevent ≤ 3 for Charades-STA and with
1 ≤ λevent ≤ 2.5 for ActivityNet Captions. The values
of λevent smaller than 1 or larger than 3.5 degrades the perfor-
mance which is a similar tendency across all three datasets.



Input sentence: “A guy having a leisure time in a swing with a kid at outdoors.”
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Input sentence: “Woman uses the bottle on her face and wipes it down.”
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Input sentence: “Little American girl playing with her toys.”
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Input sentence: “A kid in blue hoodie is sitting with a paper in front of him
and then he starts to writing on the paper.”
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Figure 3. Qualitative results of our EaTR on QVHighlights val split.

2.3. Qualitative results

We provide the qualitative results on QVHighlights [4]
and Charades-STA [1] in Fig. 3 and Fig. 4 to validate the
superiority of EaTR on the fine- and coarse-grained videos,
respectively. We depict the cross-attention weight from the
last decoder layer computed between the video-sentence
representations and the moment queries that make the final
prediction with the highest confidence score. Note that we
only depicted the attention map corresponding to the video
frames for clear analysis. As shown in Fig. 3, our EaTR cor-
rectly localizes the timestamp corresponding to the sentence
regardless of the length of the target moment. In addition,
we provide additional results for a single video labeled with
two different sentences in Fig. 4. As shown in the figure,
different moment queries are activated according to the given
sentence and make the correct final prediction, demonstrat-
ing the effectiveness of the event-aware video grounding
framework.

Failure cases. Since our EaTR generates the event-aware
moment queries based on the visual contents of videos, the
model is hard to provide informative referential search area
when a video has visually similar frames. As shown in

Fig. 5, our EaTR fails to localize the given sentence on the
fine-grained videos composed of visually similar frames.
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Input sentence 1: “A person is in an entryway eating a sandwich.”
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Figure 4. Qualitative results of our EaTR on Charades-STA test split.
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Input sentence: “The person puts some food onto a pan.”

Figure 5. Failure cases of our EaTR on Charades-STA test split.


