In this supplemental material, we present implementation details (Section A) and additional results (Section B.3) to complement the main manuscript.

A. Implementation Details

Extended Figure S.1: Comparison of coarse-to-fine image deblurring network architectures: (a) basic U-net, (b) multi-scale U-net, (c) scale-recurrent U-net, (d) multi input-output single U-net.

A.1. Architecture Design

To explore efficient architecture of models for GRR image deblurring, we revisit the vanilla coarse-to-fine strategy and summarize representative backbones of networks as shown in Extended Figure S.1. Basic U-net structure greatly increases regression ability and is widely used in recent work of FlowNet, video super-resolution, view synthesis, etc. Improvements have also been made in image deblurring by using this U-shape structure. The network first progressively transforms the input image into feature maps with low resolution and more channels (encoder), then converts them back to image space (decoder). Skip-connections between corresponding feature maps with the same scale promote information propagation and accelerate convergence. However, single U-net is hard to handle complex motions with different scales. PSS-NSC uses multiple stacks of sub-networks with different resolution copies of the image as input. And the resultant output from a coarser sub-network is concatenated with the input of a finer sub-network to enable processing nonuniform blur. But, multi-stacks of sub-networks will increase the number of parameters quickly and affect convergence process negatively. SRN adopts a novel recurrent structure across multi-scale sub-networks. They propose sharing network weights of sub-networks to reduce training difficulty and introduce stability benefits. Similar strategy is also adopted in. Recently, Cho et al. mimic multi-cascaded sub-networks and significantly ease the training difficulty by using a single U-net with multi input and multi output. On the other hand, Transformers have shown a huge performance gains on image restoration by relying on its global dependency modeling and flexible attention mechanism. Researchers have explored an alternative way to combine coarse-to-fine structure with Transformer block. Uformer build their model based on basic U-net structure and modify the convolution layers to Transformer blocks, achieving superior performance on restoring details while introducing marginal extra parameters and computational cost. Inspired by this, we take a further step to integrate the multi input-output U-shaped backbone with our novel RSS-T block for the targeted single GRR deblurring. The core designs of our RSS-T model have been illustrated in Figure 2–3 in the main paper. The other modules are shown in Extended Figure S.2. Similar to [2], we exploit a shallow convolution blocks to extract feature of input image and then merge them with the output of previous encoder by feature attention module (FAM). The up and down sampling operations in Figure 2 are implemented using $4 \times 4$ transposed convolution and $3 \times 3$ convolution with stride of 2, respectively. Furthermore, we use $1 \times 1$ convolutional layer followed by LeakyReLU in decoder block to fuse features from all encoder blocks and previous decoder. The final
output projections with different scales are implemented by a single $3 \times 3$ convolution layer.

(a) $I_k$ 3 X 3 Conv 1 X 1 Conv 3 X 3 Conv 1 X 1 Conv $I_{out}^k$

(b) $E_{out}^{k-1}$ 3 X 3 Conv $I_{out}^{k}$

(c) 3 X 3 Conv $D_{out}^k$ $I_k$

Extended Figure S.2: The structures of left sub-modules: (a) input projection module, (b) feature attention, and (c) output projection module.

A.2. Data Acquisition

A.2.1 Camera systems

To facilitate the development and evaluation of GRR deblurring, we take paired GRR/GS videos to offer a new dataset captured under urban scenes named GRR-real. Learning-based methods for deblurring or RS correction, usually synthesize required data from high-frame-rate GS videos. But real datasets directly captured by cameras are also essential for training and evaluation. Following [26, 1, 24], we construct our camera system for capturing GRR/GS pairs. In the system, the GS and GRR cameras are attached to a beam-splitter followed by a relay lens and an objective lens. Because the relay lens will turn image upside down, we install GRR camera inversely to offset this effect.

As for alignment, we manually tune the poses of two cameras to make sure their first scanlines are aligned. We also set the exposure time of the first scanline of GRR camera identical to that of GS camera, and reset them simultaneously, which is controlled by a signal generator. Since pixel sizes of the two cameras are not completely the same, we adjust the GS images through a precalibrated homography. Besides the camera system, we also use another GRR camera with different settings to capture data for our generalization evaluation in Section 4.1. All detailed information is illustrated in Extended Figure S.3 and Extended Figure S.4.

A.2.2 Real-world dataset

Our GRR-real dataset consists of 64 video sequences taken from different urban scenes with a resolution of $640 \times 480$, including streets, driveways, buildings, trees, vehicles, and so on. Each sequence contains 256 frames with GRR version and corresponding ground truth. We split the dataset into a training set with 50 sequences and validating and testing sets with 7 sequences respectively.

During capturing process, we not only considered the dynamic objects in the scene but also tried to move our camera system with varying rotation and translation. We show some selected samples of our dataset in Extended Figure S.5. In the difference map, larger differences are highlighted in black while smaller differences are in gray. We could clearly find that the blur and brightness of our GRR data is highly correlated to image rows which is quite different with row-independent blur of GS images.

A.2.3 Synthesized dataset

Although, we collected real-world data to perform single GRR correction. As complementary part, we also validated the advantage of GRR over RS mode on synthetic data. Following the convention [14, 21, 2], synthesis process is also grounded on GOPRO data [12] consisting of 33 videos with resolution of $1280 \times 720$. Each video clip contains about 1200 consecutive frames at 240fps. For benefits of generating more realistic effects, GOPRO is firstly interpolated at $\times 64$ using an off-the-shelf video interpolation algorithm [5].

As discussed formulation of three modes in Introduction part, the RS videos are synthesized by sequentially copying a row of pixels from high-speed videos and blur generated by averaging them, as in previous works [8, 21]. The GRR synthesizing process is similar to that of blur, but has two different parts: 1) Different rows of an GRR frame are contributed by variant numbers of high-speed frames; 2) All used high-framerate sharp frames except for the first one are multiplied by a factor $\delta$, which determines the ratio between readout time and the first scanline’s exposure duration. The generation process of RS, GRR and blur videos are strictly aligned to each frame ensuring they capture identical contents of the scene. In practice, we centrally crop frames to 512, and set $N = 512$, $\delta = 0.001$. The stride of synthesizing process is set as same as $N$. Finally, we have 33 videos with three degradation counterparts and corresponding GT frames.

A.3. Training and evaluation

A.3.1 Training

Loss. We train our network using the multi-scale Charbonnier loss (MSC) [25] to reconstruct clear latent images:

$$L_{MSC} = \frac{1}{K_k} \sum_{k=0}^{K} \sqrt{||I_k - I_k||^2 + \epsilon^2}.$$  (1)

For better restoring high-frequency component, multi-scale frequency reconstruction (MSFR) [2] loss is also presented:
**Extended Figure S.3:** Our synchronized and aligned dual camera system.

<table>
<thead>
<tr>
<th>Device</th>
<th>GRR camera</th>
<th>GS camera</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
<td>FLIR BFS-U3-63S4C</td>
<td>BFLY-U3-23S6C-C</td>
</tr>
<tr>
<td>Sensor</td>
<td>Sony IMX178</td>
<td>Sony IMX249</td>
</tr>
<tr>
<td>Frame rate</td>
<td>30 FPS</td>
<td>30 FPS</td>
</tr>
<tr>
<td>Resolution</td>
<td>640 × 480</td>
<td>640 × 480</td>
</tr>
<tr>
<td>1st exposure</td>
<td>1 ms</td>
<td>1 ms</td>
</tr>
<tr>
<td>Scan direction</td>
<td>Top-to-bottom ↓</td>
<td>–</td>
</tr>
</tbody>
</table>

**Extended Figure S.4:** Another GRR camera.

\[
L_{\text{MSFR}} = \sum_{k=0}^{K} \frac{1}{t_k} \| \mathcal{F}(\mathbf{I}_k) - \mathcal{F}(\hat{\mathbf{I}}_k) \|_1, \quad (2)
\]

where \( \mathcal{F}(\cdot) \) denotes the fast Fourier transform (FFT) that transfers image signal to the frequency domain. \( K \) is the number of scale levels and \( t_k \) is total pixels number of image on \( k^{th} \) scale level. The total loss function is given by:

\[
L_{\text{total}} = L_{\text{MSC}} + \lambda L_{\text{MSFR}}. \quad (3)
\]

We experimentally set \( \lambda = 0.1 \).

**Training details.** We implemented our network in PyTorch [16]. Following the common training strategy of Transformer, we use Adam solver [7] with \( \beta_1 = 0.9, \beta_2 = 0.999 \) and \( \epsilon = 10^{-8} \). For data augmentation, each patch was horizontally flipped and reversed in RGB channel with a probability of 0.5. Corresponding ground truth patches are generated accordingly. The network is trained in 500 epochs with a learning rate of \( 10^{-4} \) and batch size of 8. We use the cosine decay strategy to decrease the learning rate to 1e-6. The number of scale levels in our RSS-T model equals 4 by default. And the dimension of each head in Transformer block \( d_h \) equals initial channel dimension \( C = 32 \) by setting number of heads in each Transformer block as \{1, 2, 4, 8, 4, 2, 1\}. Besides, number of Transformer layers of each RSS-T block in decoder or encoder is set as \{2, 2, 2, 2, 2, 2, 2\}. Notably, when training on synthesized dataset, the epoch is set as 1000 and each frame is cropped into 256 × 256.

Notably, when tackling row-independent blur magnitude of GS images, researchers tend to augment their training data with multiple strategies, for example, vertical flipping, rotation with 90°, 180° and 270°. Here, we do not exploit other...
Extended Table S.1: Experimental results of different data augmentation strategies.

<table>
<thead>
<tr>
<th>Index</th>
<th>T</th>
<th>M</th>
<th>B</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>input</td>
<td>15.12/0.67</td>
<td>21.83/0.78</td>
<td>20.08/0.76</td>
<td>17.61/0.74</td>
</tr>
<tr>
<td>A1</td>
<td>25.53/0.87</td>
<td>25.06/0.83</td>
<td>21.44/0.73</td>
<td>22.11/0.81</td>
</tr>
<tr>
<td>A2</td>
<td>23.44/0.87</td>
<td>23.42/0.81</td>
<td>21.88/0.78</td>
<td>22.18/0.82</td>
</tr>
<tr>
<td>A3</td>
<td>26.59/0.91</td>
<td>28.61/0.88</td>
<td>27.31/0.84</td>
<td>26.49/0.88</td>
</tr>
</tbody>
</table>

measures to enhance our training set, because the pattern of row-dependent blur could be corrupted by those operations. To support this strategy, we also conducted related experiments as shown in Extended Table S.1. The A1 (horizontal and vertical flipping), A2 (all measures mentioned above) and A3 (measures we chose) represent experimental results from different data augmentation settings. The large performance gaps between A1, A2 with A3 come from the destruction of GRR blur pattern and early stopping triggered by unstable training process (Note that the RSS-T model used here is the baseline version, not final one).

A.3.2 Evaluation

We adopt the commonly-used Peak Signal-to-Noise Ratio (PSNR) and Structural Similarity Index Measure (SSIM) [22] metrics to evaluate the restoration performance. These metrics are calculated in the RGB color space for a single video frame. Considering the distortion is row-dependent, we also divide the video frame into three parts along vertical dimension for evaluation. Our experiments were conducted on Intel i7-8700K and two GPUs of NVIDIA GeForce RTX 3090.

Different from the training phase, we use the full video frame for testing. By convention, we use PSNR and SSIM as our metrics to evaluate the deblurred output. But considering the row-related blur and brightness of GRR images, we also presented the PSNR and SSIM of top (T), middle (M) and bottom (B) areas. The dividing method is shown in Extended Figure S.6. We computed the complexity of all algorithms as in the manuscript. Flops and test time are measured by deblurring one GRR image (640 × 480) on a NVIDIA Geforce RTX 3090 GPU. We see that the computation cost of our model is in medium level. And the test time is also lower than state-of-the-art RS correction models and Transformer-based image restoration models.

B. Extended Comparisons

B.1. Generalization evaluation.

To evaluate the generalization performance of our network, we also collect another three sequences of GRR images with different hardware and δ (i.e., the ratio of readout time and exposure duration of first scanline). Extended Figure S.7 demonstrates our RSS-T can successfully generalize to different data without introducing artifacts and undesired distortions.

B.2. Extended Results on Downstream Tasks

To prove our GRR deblurring approach works well on real applications. We presented experimental results of edge detection [9] and depth estimation [17] as illustrated in Extended Figure S.8. The results suggest that our deblurred GRR images significantly improve the detection or prediction quality, validating that our method could facilitate downstream tasks.

B.3. Additional Results

Qualitative comparison of ablation study and three modes are given in Extended Figure S.9 and respectively. Visual
results of comparisons on third-party dataset [24] are in Extended Figure S.11 and S.12. Supplemental qualitative results for generalization validation are in Extended Figure S.13. Extended Figure S.14–S.20 are the additional results of Figure 4.
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