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1. Additional Implementation Details
Our network is trained using a batch size of 8 on a ma-

chine equipped with 4 GTX 3090 GPUs for all experiments.
The training takes about two days when the iteration num-
ber is equal to 12. Color augmentation, horizontal flipping
augmentation, and time-order switching augmentation are
applied with a probability of 50% for each during the exper-
iment. For color augmentation, we adopt random gamma
adjustments (uniformly sampled from [0.8, 1.2]), brightness
adjustments (with a multiplication factor uniformly sam-
pled from [0.5, 2.0]) and color channel adjustments (with a
multiplication factor uniformly sampled from [0.8, 1.2] for
each color channel). To ensure stable initialization of the
full network during the second stage of training, we disable
the use of the non-occlusion mask Mnoc when calculating
the losses Lp and Lg , and remove the mask regularization
loss Lm for the first 3k iterations during the second-stage
training.

2. Optical Flow Evaluation
Table 1 presents the quantitative comparison of optical

flow estimation results of our method with additional self-
supervised multi-task methods on the KITTI Scene Flow
Training set and Testing set. The training settings of our
method are the same as those used in experiments for scene
flow evaluation. Our method outperforms all other com-
pared methods on the KITTI Scene Flow Training set. On
the KITTI Scene Flow Testing set, our method is slightly
surpassed by [7] which requires stereo images during test-
ing, whereas our method only relies on monocular images
for testing.

3. Visualization of Predictions
In Fig. 1, we provide visualizations of the predic-

tions obtained by our method. We visualize the estimated
SE3 motion field T1→2 as the translation field τ1→2 ∈
RH×W×3 and rotation field ϕ1→2 ∈ RH×W×3, where

Method
Training set Testing set

EPE F1-all F1-all
GeoNet [12] 10.81 - -
DF-Net [13] 8.98 26.01 25.70
Self-Mono-SF [4] 7.51 23.49 23.54
Multi-Mono-SF [5] - 18.92 19.54
CC-uft [10] 5.66 20.93 25.27
UnOS [11] 5.58 - 18.00
EPC++ [8] 5.43 19.64 20.52
RAFT-MSF [1] - 17.51 18.37
UnRigidFlow∗ [7] 5.19 14.68 11.66
EffiScene∗ [6] 4.20 14.31 13.08
Ours 3.46 11.58 11.93

Table 1: Quantitative evaluation of the optical flow on
the KITTI Scene Flow Training set and Testing set. The
best results are in bold. Methods marked with (*) use stereo
images for estimation.

(τ1→2, ϕ1→2) = Log(T1→2). We normalize the values in
the translation field and rotation field into the range [0, 1]
as a color image. We can observe that our method is capa-
ble of estimating a constant SE3 motion for pixels in static
regions. We attribute this to the effective exploitation of
ego-motion rigidity in our method.

4. Failure Cases

Fig. 2 shows some failure cases of our method. Sig-
nificant estimation errors may still occur in our method for
moving objects at the edges of images or textureless regions
accompanied by significant motion. Improving the accu-
racy of estimates in these situations could be a future work
for us.
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Figure 1: Visualization of predictions by our method on KITTI Scene Flow Testing set. We visualize the estimated SE3
motion field as the translation field and the rotation field. Pixels with the same color have the same translation/rotation.
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Figure 2: Failure cases of our method. The erroneous es-
tiamtions are highlighted in red boxes.

5. Additional Qualitative Comparisons

We provide additional qualitative comparison results of
scene flow estimation in Fig. 3 and Fig. 4.

6. Additional Generalization Examples

In Fig. 5, we present additional generalization results of
our model originally trained on the KITTI [3] dataset, to
the Cityscapes [2] dataset. Moreover, we compare the vi-
sual results of our model with those of the model trained on
the same data from Self-Mono-SF [4]. Our model exhibits
superior generalization capabilities, particularly in static re-
gions such as planar roads and walls.
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Figure 3: Qualitative evaluation on KITTI Scene Flow Testing set (1). We compare our method with Self-Mono-SF
[4], Multi-Mono-SF [5] and RAFT-MSF [1] for two scenes using the visualizations provided by the KITTI benchmark [9].
From top to bottom: input images, disparity visualization of It, D1 error plot, D2 error plot, optical flow visualization,
corresponding F1 error plot and combined SF error plot. The outlier rates are shown on each error plot.
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Figure 4: Qualitative evaluation on KITTI Scene Flow Testing set (2). We compare our method with Self-Mono-SF
[4], Multi-Mono-SF [5] and RAFT-MSF [1] for two scenes using the visualizations provided by the KITTI benchmark [9].
From top to bottom: input images, disparity visualization of It, D1 error plot, D2 error plot, optical flow visualization,
corresponding F1 error plot and combined SF error plot. The outlier rates on shown on each error plot.
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Figure 5: Comparison of generalization ability between our method and [4] on Cityscapes dataset [2]. (a) input first
frame, (b) input second frame, (c) predicted depth of the first frame by [4], (d) predicted depth of the first frame by our
method, (e) synthesized optical flow by [4], (f) synthesized optical flow by our method, (g) predicted rigidity soft mask by
our method. Our method shows a better generalization ability than [4], especially for the predictions in static regions.
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