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Abstract
The document provides supplementary information that is not elaborated on in our main paper due to the space constraints: implementation details (Section A), additional comparative results (Section B), loss variant study (Section C), more results of Scenimefy (Section D), and potential limitations (Section E). Code: https://github.com/Yuxinn-J/Scenimefy.

A. Implementation Details
A.1. Network Architecture

StyleGAN finetuning. For the StyleGAN2 finetuning implementation, we modified the code based on FreezeG [2] by incorporating a freezed style vector and low-resolution layers of the generator. Only the last 3 generator blocks were made trainable, each comprising 2 style blocks and a ToRGB layer. To maintain global consistency using pre-trained model priors, we utilized the VGG-19 [9] based perceptual loss [11] to extract features of $G_s(w)$ and $G_t(w)$ up to the conv4_4 layer. For the pre-trained CLIP [8] model, the official version of ViT-B/32 was applied. For the patchwise contrastive loss, we selected 16 patches of $32 \times 32$ at random locations from the images generated by $G_s(w)$ and $G_t(w)$, followed by embedding the image patches using the same CLIP encoder.

Semi-supervised image-to-image (I2I) translation. To implement the semi-supervised I2I translation, we adopted the official source code of [6] in a single-modal setting. Our generator architecture is based on CUT [7], using the ResNet-based generator [4] with 9 residual blocks for training. It contains 2 downsampling blocks, 9 residual blocks [4], and 2 upsampling blocks. A ResNet block is a conv block with skip connections, including a convolution, normalization, ReLU, convolution, normalization, and a residual connection. The downsampling and upsampling blocks contain a two-stride convolution/deconvolution, normalization, and ReLU. The full unsupervised branch is mainly built upon [6].

To incorporate the supervised branch with our proposed StylePatchNCE loss, we utilized the same PatchGAN discriminator [5] architecture as our conditional discriminator, classifying whether $70 \times 70$ overlapped patches are real or fake.

Regarding the architecture of the generator and layers used for the StylePatchNCE loss, we define the first half of the generator $G$ and a 2-layer MLP as an encoder, which is represented as $G_{enc}$ and $F$. To calculate our multi-layer patch-wise contrastive style loss, we extract features from a total of 5 layers of $G_{enc}$, which are RGB pixels, the first and second downsampling convolution, and the first and the fifth residual block, corresponding to layer ids $0, 4, 8, 12, 16$. These layers correspond to receptive fields of sizes $1 \times 1, 9 \times 9, 15 \times 15, 35 \times 35$, and $99 \times 99$. Following CUT, for each layer’s features, we sampled 256 patches from random locations and applied $F$ to obtain 256-dimensional final features.

A.2. More Details on Data Selection and Training

We presented most of the data selection and model training details in our main paper. Below we show some additional details.

Semantic segmentation guided data selection. To filter the data, the Mask2Former [3] semantic segmentation model with Swin-B (IN21k) as the backbone and pretrained on the ADE20K [12] dataset was utilized.

More training details. The training of our semi-supervised I2I translation model uses a single NVIDIA GeForce RTX 3090 GPU and a batch size of one. At each iteration, the generator $G$ forwards twice, generating both $G(x)$ and $G(x^p)$. After calculating the total loss, backpropagation is performed once. The conditional discriminator $D_P$ is trained to distinguish between the concatenated $\{(y^p, x^p)\}$ and $(y^p, x^p)$.

* Equal contribution.
and \( \{(G(x^p), x^p)\} \). During training, the model consumes approximately 5k MiB memory. In terms of the inference speed, the rate is tested as 0.027 second per image, achieving real-time anime-style rendering.

### B. Additional Comparative Results

**More visual comparisons.** In Section 4.2 of the main paper, we compared our methods with five state-of-the-art methods. Due to space limit, four groups of examples were presented. In Figures 3, 4 and 5, we provide additional comparative results to further demonstrate the exceptional performance of our approach. All the previous baselines generate inferior results than our method in terms of evident stylization, consistent semantic preservation, and fine-detailed anime textures. Scenimefy achieves a more faithful anime stylization with richer colors and stronger artistic expression, resulting in the best quality output.

### C. Loss Variant Study

As mentioned in Section 3.3.1 of the main paper, we introduce a novel patch-wise contrastive style loss, i.e., StylePatchNCE, instead of the strict reconstruction loss [5] used in typical supervised I2I translation frameworks. We have ablated the proposed StylePatchNCE loss in Section 4.3 of the main paper to show its usefulness. To further verify its effectiveness, here we directly replace the StylePatchNCE loss with the standard \( L_1 \) reconstruction loss as a variant for a more comprehensive comparison.

The qualitative results are presented in Figure 1. The \( L_1 \) loss variant resulted in an unnatural color and learned poor local anime textures, such as the clouds (in Figure 1(b), Row 2) and the stones (in Figure 1(b), Row 3). In contrast, our method successfully translated both the global anime style and local anime textures.

### D. More Examples Generated by Scenimefy

#### D.1. Additional Results on Scene Stylization

We present more generated images (in Figures 6 and 7) by Scenimefy. Thanks to the fully convolutional neural network, our model can produce high-quality rectangular images despite being trained on squared images with a resolution of 256×256.

#### D.2. Generalizability to Other Cases

When we directly apply our model trained on natural scene landscapes [10], we find that it performs relatively well even in some other cases. The content of the test data includes city views, architecture, portraits, animals, plants, food, and other objects from the DIV2K [1] dataset. Overall, the results (see Figures 8, 9 and 10) demonstrate that our method can generate high-quality anime stylized images in other diverse use cases and real-world scenes, indicating its certain generalizability.

### E. Limitations

Despite the promising results, our method also has certain limitations. Due to the absence of strong constraints imposed between the output image and the source image, our model fails to preserve intricate tiny details, such as text, as depicted in Figure 2 (Top). However, this limitation may be overcome by introducing a simple content loss, such as the reconstruction loss or perceptual loss. This encourages the model to preserve the content of the source image more closely, albeit at the cost of slightly compromising the
anime-style effect.

Moreover, our model exhibits a small number of failure cases, where it translates semantically distinct objects incorrectly due to the scene complexity and the biases in the training data. For instance, as shown in the bottom row of Figure 2, the model translates the stone ground into the grass, as well as the ice mountain into the stone mountain. Addressing these failure cases with more semantic consistency can also be interesting future work apart from the ones we discussed in Section 5 of the main paper.
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Figure 3: **Additional qualitative comparative results.** Zoom in for details.
Figure 4: Additional qualitative comparative results. Zoom in for details.
Figure 5: **Additional qualitative comparative results.** Zoom in for details.
Figure 6: Additional results of Scenimefy on natural landscapes. Zoom in for details.
Figure 7: Additional results of Scenimefy on architecture and buildings. Zoom in for details.
Figure 8: Additional results of Scenimefy on animals. Zoom in for details.
Figure 9: Additional results of Scenimefy on food and people. Zoom in for details.
Figure 10: Additional results of Scenimefy on other objects. Zoom in for details.