
Appendix

1. Algorithm

Algorithm 1: k-medians on Standard Gaussian
Input: Bit-width b
Output: Sets U1, ...,U2b and codes c1, ..., c2b

1 Initialize all ci to 0;
2 Set c0 = −∞, c2b+1 = +∞;
3 while not converged do
4 ∀i,Ui = ( ci−1+ci

2 , ci+ci+1

2 ];
5 ∀i, ci = median of standard Gaussian within Ui;
6 end
7 return U1, ...,U2b , c1, ..., c2b ;

2. Derivation of Eq. (8)

If i = k,
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∂(ŵi
′ · σ + µ)

∂wi

= σ · ∂ŵi
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∂(ŵi
′ · σ + µ)

∂wk

= σ · ∂ŵi
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+ ŵi

′ · ∂σ

∂wk
+

∂µ

∂wk

= σ · ∂wi
′

∂wk
+ ŵi
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3. Supplementary Experiments
3.1. Performance on Full CIFAR100

In the VTAB-1K benchmark, each task only contains
1,000 training samples. We also conduct experiments on
the full CIFAR100 [15] dataset, which has a larger 60,000-
image training set. Following [17], we use a ViT-B/16 su-
pervisedly pre-trained on ImageNet-21K with AugReg as
backbone, and train the model for 100 epochs with batch
size 128. We use h = 8 for ADAPTFORMER and h = 32
for BI-ADAPTFORMER. All other settings are the same
as in [17]. As shown in Table 1, compared to ADAPT-
FORMER, BI-ADAPTFORMER brings 0.4% performance
improvement and 8× more storage efficiency.

Method Top-1 Acc. Size (MB)
FULL† 93.82 334.0

LINEAR† 88.70 0
BITFIT† 93.39 0.39

VPT-SHALLOW† 90.38 0.59
VPT-DEEP† 93.17 1.76

SSF† 93.99 0.78
ADAPTFORMER 93.55 0.56

BI-ADAPTFORMER 93.95 (↑ 0.40) 0.071

Table 1: Accuracy on full CIFAR100. † denotes results
reported in [17].

3.2. Semantic Segmentation

As for the dense prediction, we apply our method on
Segmenter [28]. We use DeiT-B/16384 [29] pre-trained on
ImageNet-1K as encoder. Since each segmentation task
tunes an individual decoder upon the pre-trained encoder,
we use a single FC layer as a decoder which is much more
lightweight than FCN [20] and MaskTransformer [28]. We
conduct experiments on Pascal-Context [22]. We evaluate
three tuning paradigms: full fine-tuning, Adaptformer with
h = 8, and BI-ADAPTFORMER with h = 32. The models
are trained for 50 epochs with batch size 64. As shown
in Table 2, BI-ADAPTFORMER still outperform ADAPT-
FORMER in terms of both performance and efficiency.

Method mIoU (SS) Size (MB)
FULL 52.61 335.1

ADAPTFORMER 51.57 0.56
BI-ADAPTFORMER 51.75 (↑ 0.18) 0.071

Table 2: Semantic segmentation on Pascal-Context.
“Size” denotes the size of trainable parameters in encoders.
We report mIoU of single-scale inference on validation set.
Each method also has a decoder of 0.17MB.



3.3. Comparison with Other Quantization Methods

We compare our quantization method with existing bi-
nary neural networks – XNOR-Net [27] and IR-Net [26].
Similar to BI-ADAPTFORMER, we use the quantization
strategy of XNOR-Net and IR-Net to quantize (i.e., bina-
rize) the weights of adapters to 1 bit, and keep the full-
precision activation, called XNOR-ADAPTFORMER and
IR-ADAPTFORMER, respectively. In experiments, we find
that IR-ADAPTFORMER cannot be trained stably without
Batch Normalization (BN) [10], so we add BN after each
FC layer of the adapters. We set the hidden dimension h =
8 for ADAPTFORMER, and h = 32 for BI-ADAPTFORMER,
XNOR-ADAPTFORMER, and IR-ADAPTFORMER.

As shown in Table 3, since IR-ADAPTFORMER uses
additional BN and XNOR-ADAPTFORMER uses channel-
wise scaling factors, their storage sizes are larger than
that of BI-ADAPTFORMER. IR-ADAPTFORMER results in
significant performance degradation compared to ADAPT-
FORMER. We conjunct this is because IR-Net is designed
for traditional convolutional networks equiped with BN and
is not suitable for plug-in adapters in modern large-size vi-
sion architecture. XNOR-ADAPTFORMER also underper-
forms ADAPTFORMER, demonstrating the necessity of tai-
loring quantization strategy for adapters.

Method Avg. Acc. Size (MB)
FULL 68.9 334.0

LINEAR 57.6 0
ADAPTFORMER 76.70 0.56

IR-ADAPTFORMER 72.13 (↓ 4.57) 0.14
XNOR-ADAPTFORMER 76.34 (↓ 0.36) 0.11

BI-ADAPTFORMER 76.97 (↑ 0.27) 0.071

Table 3: Average accuracy on VTAB-1K.

4. Experimental Details
4.1. Datasets

See Table 5.

4.2. Pre-Trained Backbones

Model
Pre-Training

Dataset Size (M)
Pre-Trained

Weights
ViT-B/16 [5] ImageNet-21K 85.8 checkpoint
Swin-B [18] ImageNet-21K 86.7 checkpoint

ConvNeXt-B [19] ImageNet-21K 87.6 checkpoint
AugReg ViT-B/16 [5] ImageNet-21K 85.8 checkpoint

DeiT-B/16384 [19] ImageNet-1K 86.1 checkpoint

Table 4: Pre-Trained backbones.

4.3. Code Implementation

We use PyTorch and timm to implement all experiments
on NVIDIA RTX 3090 GPUs.

4.4. Data Augmentation

4.4.1 VTAB-1K

Following [11], we just resize the images to 224× 224.

4.4.2 Few-shot learning

Following [33], for training samples, we use color-jitter and
RandAugmentation; for validation/test samples, we resize
them to 256×256, crop them to 224×224 at the center, and
then normalize them with ImageNet’s mean and standard
deviation.

4.4.3 Full CIFAR100

Following [17], we use a strong augmentation in the fine-
tuning setting of [5]. Please refer to the official code of [5].

4.4.4 Semantic Segmentation

We completely follow the setting used in [28], which does
mean substraction, random resizing, random left-right flip-
ping, and randomly crops large images and pad small im-
ages to 480× 480.

4.5. Hyper-parameters

s of (BI-)ADAPTFORMER, (BI-)LORA, and FACT is
searched from {0.01, 0.1, 1, 10, 100}. See Table 6 for
other hyper-parameters. We basically follow the hyper-
parameters used by [33].

https://storage.googleapis.com/vit_models/imagenet21K/ViT-B_16.npz
https://github.com/SwinTransformer/storage/releases/download/v1.0.0/swin_base_patch4_window7_224_22k.pth
https://dl.fbaipublicfiles.com/convnext/convnext_base_22k_224.pth
https://storage.googleapis.com/vit_models/augreg/B_16-i21k-300ep-lr_0.001-aug_medium1-wd_0.1-do_0.0-sd_0.0.npz
https://dl.fbaipublicfiles.com/deit/deit_base_patch16_384-8de9b5d1.pth
https://pytorch.org/
https://rwightman.github.io/pytorch-image-models/


Dataset # Classes Train Val Test

VTAB-1K [32]

Natural

CIFAR100 [15] 100

800/1,000 200

10,000
Caltech101 [6] 102 6,084
DTD [4] 47 1,880
Oxford-Flowers102 [24] 102 6,149
Oxford-Pets [25] 37 3,669
SVHN [23] 10 26,032
Sun397 [31] 397 21,750

Specialized

Patch Camelyon [30] 2

800/1,000 200

32,768
EuroSAT [8] 10 5,400
Resisc45 [3] 45 6,300
Retinopathy [13] 5 42,670

Structured

Clevr/count [12] 8

800/1,000 200

15,000
Clevr/distance [12] 6 15,000
DMLab [1] 6 22,735
KITTI-Dist [7] 4 711
dSprites/location [9] 16 73,728
dSprites/orientation [9] 16 73,728
SmallNORB/azimuth [16] 18 12,150
SmallNORB/elevation [16] 18 12,150

Few-shot learning

Food-101 [2] 101

1/2/4/8/16 per class

20,200 30,300
Stanford Cars [14] 196 1,635 8,041
Oxford-Flowers102 [24] 102 1,633 2,463
FGVC-Aircraft [21] 100 3,333 3,333
Oxford-Pets [25] 37 736 3,669

Supplementary experiments

CIFAR100 (Full) [15] 100 60,000 - 10,000
Pascal-Context [22] 59 4,996 5,104 -

Table 5: Statistics of used datasets.

optimizer batch size learning rate weight decay # epochs lr decay # warm-up epochs

VTAB-1K AdamW 64 1e-3 1e-4 100 cosine 10
Few-shot learning AdamW 64 5e-3 1e-4 100 cosine 10

Table 6: Hyper-parameters.
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