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Figure A1: Dataset Venn diagram. The distribution of
rare, common, and frequent categories in train and test sets
for four benchmark datasets. The total number of vocabu-
laries for each set is specified under the corresponding title.

A. Dataset details

Fig. A1 presents the distribution of answer candidates
for the base, common, rare, and unseen answer categories
in MSVD-QA, ActivityNet-QA, TGIF-QA, and MSRVTT-
QA respectively. Note that the test answer candidates are
composed mostly of rare and unseen answers, e.g., the num-
ber of rare and unseen answers (488 + 206) possess about
74% of the test answer candidates (933) in TGIF. In terms of
base and common answers, most of them also appear in the
test set. Yet interestingly, for each dataset, more than half of
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Figure A2: Dataset Statistics. Sorted frequency statistics
for each answer candidate reveal long tail distribution for
all datasets.

the rare answers do not appear in the test set. Furthermore,
as depicted in Fig. A2, four datasets exhibit a long-tail an-
swer distribution. Therefore, due to such imbalanced distri-
bution, it is necessary to design the model under the open-
vocabulary setting instead of the closed-vocabulary.

B. Implementation details
All-in-one [4]. The model is fine-tuned on four datasets
with a batch size of 512 for 20 epochs. The learning rate
is 1e-4 with a warm up step of 10% of the total iterations.
AdamW optimizer [5] is used. For video features, 3 video
frames are randomly sampled and resized to 224 × 224.



Models MSVD-QA ActivityNet-QA TGIF-QA MSRVTT-QA
B C R U T M B C R U T M B C R U T M B C R U T M

CVQA
Random - - - - 0.1 - - - - - 0.1 - - - - - 0.1 - - - - - 0.1 -
CLIP [1] - - - - 7.2 - - - - - 1.2 - - - - - 3.6 - - - - - 2.1 -

JustAsk [2] 17.1 10.1 12.8 0.0 13.5 7.0 19.9 8.6 8.3 0.0 12.3 2.8 28.4 10.4 9.9 0.0 23.8 6.9 5.9 5.5 5.5 0.0 5.6 3.3
FrozenBiLM [3] 46.4 26.6 12.6 0.0 33.7 9.9 44.1 17.9 7.4 0.0 25.9 3.8 48.9 27.4 11.0 0.0 41.9 11.5 19.3 13.9 0.0 0.0 16.7 3.2

OVQA
JustAsk+ 18.2 12.9 13.5 13.1 15.7 11.4 12.8 5.9 6.2 6.7 9.4 6.3 29.5 12.3 12.7 13.2 25.3 11.9 6.0 5.2 5.5 4.6 5.8 4.5

FrozenBiLM+ 46.3 26.6 16.5 13.2 34.9 13.7 45.3 17.3 8.9 3.1 27.3 6.0 49.1 27.6 14.7 8.1 42.5 15.4 15.5 11.7 9.3 4.3 14.1 6.0

Table A1: Comparison with zero-shot state-of-the-art models.

Models Answer
encoder

MSVD-QA ActivityNet-QA TGIF-QA MSRVTT-QA
B C R U T M B C R U T M B C R U T M B C R U T M

All-in-one+ CLIP 62.4 24.3 0.5 0.1 40.1 5.3 64.4 25.9 0.6 0.2 36.7 2.6 77.3 29.7 2.0 0.0 63.0 8.0 49.3 7.8 0.2 0.0 37.9 2.8
DeBERTa 62.8 34.0 6.3 0.4 43.8 9.4 64.9 35.9 9.8 0.5 40.2 6.8 78.3 39.3 10.2 0.4 66.0 13.2 49.8 14.6 1.6 0.0 39.5 4.7

VIOLET+ CLIP 68.0 31.0 1.5 0.1 45.5 7.4 64.3 33.8 2.6 0.1 38.6 3.9 76.3 29.4 2.5 0.0 62.4 8.8 52.7 7.4 0.4 0.0 40.3 3.0
DeBERTa 70.6 38.8 6.7 0.1 49.5 10.7 63.4 37.1 9.2 0.6 39.7 6.1 77.3 38.9 10.8 2.0 65.3 14.3 53.8 14.7 0.9 0.0 42.4 4.5

Table A2: Ablation study on the answer encoder type.

Then each frame is split into patches of size 14× 14. In the
setting of CVQA, the number of training and test answers
are identical to one another with MSVD 1000, MSRVTT is
1500, ActivityNet is 1000, and TGIF is 1540.
VIOLET [6]. For all experiments, we employ the AdamW
with β = (0.9, 0.98), and the initial learning rate is set to
1.2e-5. The weight decay is 1e-3. The number of video
frames sampled is 5 with the size of 224 × 224 and are
split into patch sizes of 32 × 32. The batch size used for
MSVD, MSRVTT, TGIF, and ActivityNet is 10, 12, 10, and
8 per GPU respectively. For training the model in CVQA,
the number of answers used for testing and training is con-
sistent with MSVD 1000, MSRVTT 1500, TGIF 1540, and
ActivityNet 1654.
JustAsk [2]. Fine-tuning for the model is implemented for
20 epochs and we use Adam [7] optimizer with a batch size
of 256 and validation batch size of 2048. For the learning
rate, we utilize the cosine annealing scheduler with an initial
value of 1e-5. The video features are equally space sampled
and padded up to a maximum of 20. The dimension of the
video feature is 1024, the text is 768 and the final embed-
ding is 512. The Dropout [8] probability is set to 0.1. The
number of training and test answers for CVQA is MSVD
1852, MSRVTT 4000, TGIF 1540, and ActivityNet 1654.
FrozenBiLM [3]. For each video and text encder, we use
T = 10 for the number of frames and N = 256 for the
number of text tokens. Each frame is resized to the size of
224× 224 and its feature is extracted by CLIP ViT-L/14 [1,
9]. We use a hidden dimension size of D = 1536. Learning
rate is set to 5e-5 and linear warm up is applied for the first
10% of total iterations. After the warm up, a learning rate
is decayed to 0 for the remaining iterations. We train the

ε ActivityNet
B C R U T M

1.0 67.7 37.4 15.5 4.2 43.2 10.4
0.9 68.7 37.3 15.2 4.5 43.7 10.7
0.8 67.8 38.6 16.9 4.7 43.8 11.1
0.7 68.2 39.9 18.5 5.8 44.6 11.9
0.6 68.1 38.7 17.6 5.1 44.1 11.7
0.5 67.5 38.4 16.2 4.9 43.6 11.1
0.4 68.3 37.8 15.6 5.3 43.8 11.1
0.3 68.2 36.8 14.9 5.2 43.4 11.2
0.2 68.2 36.3 13.1 5.1 43.1 10.3
0.1 68.3 35.5 12.5 4.1 42.7 9.3
0.0 66.2 34.9 12.2 4.2 41.6 9.3

Table A3: Ablation study on ε.

model with a batch size of 32 during 20 epochs for all the
datasets. Dropout probability is 0.1 and Adam optimizer of
β = (0.9, 0.95) is adapted with no weight decay.

C. Additional quantitative results

C.1. Zero-shot performance

We compare the zero-shot performances between the
standard CVQA baselines and our developed OVQA base-
lines in Tab. A1. On MSVD, ActivityNet and TGIF, our
FrozenBiLM+ outperforms the standard FrozenBiLM by
1.2%, 1.4%, and 0.6% on the total performance (T), achiev-
ing state-of-the-art results. Also for all the datasets, mAcc
(M) on both JustAsk+ and FrozenBiLM+ are improved by a



(a) FrozenBiLM+ without GNN-based soft verbalizer (b) FrozenBiLM+ with GNN-based soft verbalizer

Figure A3: TSNE of answer embeddings before/after adapting GNN-based soft verbalizer. m is an output feature of the
[MASK] token. The prediction of the model is changed from “water” in (a) to “wooden boat” in (b).

(a) VIOLET (b) VIOLET+

Figure A4: Proportion of answer categories with an ac-
curacy of 90%. The portion of answer categories in TGIF
that (a) VIOLET and (b) VIOLET+ achieve an accuracy of
90%.

large margin. This implies that considering rare and unseen
answers by fully leveraging the generalizability of back-
bone models pretrained on the large-scale dataset also im-
proves the zero-shot performance.

C.2. Ablation studies

Answer encoder type. We conduct an ablation study on
the answer encoder type by comparing CLIP [1] and De-
BERTa [10] in Tab. A2. In general, adopting DeBERTa out-
performs CLIP by a large margin especially on mAcc (M)
for all datasets.
Effectiveness of ε. In Tab. A3, we also experiment by ad-
justing the ε in Eq. (7) of the main paper on FrozenBiLM+.
Note that with a wide range of ε ∈ [0.3, 0.9], our method
equipped with the GNN-based soft verbalizer shows supe-

Figure A5: Confidence scores of the top-5 predictions w/
and w/o GNN-based soft verbalizer on FrozenBiLM+.

rior performance to the standard FronzeBiLM (ε = 1.0).

D. Additional qualitative results

D.1. Comparison of answer category proportion

We analyze the answers that VIOLET and VIOLET+
correctly predict. Fig. A4 shows the proportion of answer
categories that are predicted by VIOLET and VIOLET+
with an accuracy of 90% or higher. VIOLET in Fig. A4a
focuses on base and common categories, and the portion
of the base category answers is 83.3%. On the other hand,
Fig. A4b shows that VIOLET+ accurately predicts the an-
swers in the rare and unseen categories beyond base and
common answers. The portion of rare and unseen categories
significantly increased. This evidences that the bias of VI-
OLET toward frequent answers is alleviated in VIOLET+.



Models MSVD ActivityNet TGIF MSRVTT
BNG↓ M↑ BNG↓ M↑ BNG↓ M↑ BNG↓ M↑

All-in-one [4] 41.3 7.9 49.1 5.3 56.0 10.1 42.2 3.9
All-in-one+ 39.3 9.4 47.3 6.8 50.6 13.2 39.9 4.7

VIOLET [6] 70.7 2.7 49.6 3.7 77.9 4.5 54.6 1.4
VIOLET+ 44.2 10.7 46.1 6.1 49.2 14.3 43.9 4.5

JustAsk [2] 38.5 12.6 41.2 8.2 44.9 11.7 38.2 7.0
JustAsk+ 37.2 14.5 39.5 11.5 43.5 14.4 37.8 7.6

FrozenBiLM [3] 37.4 17.2 47.3 7.9 37.8 23.5 40.2 6.7
FrozenBiLM+ 35.0 21.3 46.6 11.9 35.0 30.2 35.7 12.2

Table A4: Comparison of Base and Non-base perfor-
mance gap (BNG).

D.2. Answer embeddings visualization

Fig. A5 illustrates another qualitative example of the
model with and without a GNN-based soft verbalizer on
FrozenBiLM+. GNN-based soft verbalizer successfully
corrects the prediction from “water” to “wooden boat”.
Also, in Fig. A3, we visualize TSNE of answer embedding
changes before/after adapting GNN-based soft verbalizer in
the above example. Fig. A3a shows that the model predicts
“water”, which is the closest answer to m, as the answer
without a GNN-based soft verbalizer. On the other hand, in
Fig. A3b, GNN-based soft verbalizer effectively updates the
answer embeddings by moving the embedding of “wooden
boat” close to m, and the prediction is corrected to “wooden
boat”.

E. A new metric to measure the model bias
We here introduce a new metric, Base and Non-base per-

formance Gap (BNG). BNG evaluates how much the model
is biased toward base answers, and is calculated as:

BNG (%) = Base (%) − Non-base (%), (A1)

where Non-base consists of common, rare, and unseen an-
swers. The lower BNG indicates that the model has less
bias. In Tab. A4, our developed baselines outperforms pre-
vious CVQA baselines by a large margin in terms of BNG
as well as mAcc (M). Especially, by comparing VIOLET
and VIOLET+, the BNG is decreased by 26.5% and 28.7%
on MSVD and TGIF respectively, and mAcc (M) is also im-
proved by 8% and 9.8%. This implies that the model bias
toward frequent answers is effectively alleviated on VIO-
LET+.
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