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S1. Data and Code License

We used the KITTI dataset [2] and the Waymo Open Dataset [7] for our experiments. Both datasets are licensed and widely used for academic research.

Our code is licensed under the ”Apache License 2.0”. We have included our code and a trained checkpoint of PG-RCNN in the supplementary material, and it will be released as a Github repository after the conference. Please refer to the README.md file in the supplementary material for details.

S2. Details of Training Losses

In Section 3.4 of the submitted manuscript, we provide an explanation of the training losses for PG-RCNN, with a focus on the novel point generation loss $L_RPG$. In this section, we provide further details on the conventional training losses used for two-stage detectors, specifically the region proposal loss $L_{RPN}$ and the proposal refinement loss $L_{head}$.

Our implementation of $L_{RPN}$ is consistent with those used in prior works such as [8, 4, 6, 1]. For dense predictions generated by the proposal layers, we assign classification targets based on IoU thresholds for each class, as follows:

$$c^*_i = \begin{cases} c & \text{IoU}_i^c \geq \theta_H^c, \\ 0 & \text{IoU}_i^c < \theta_L^c, \end{cases}$$

(S1)

where IoU$^c_i$ is the IoU between the $i$-th anchor proposal and the corresponding ground truth bounding box with class label $c$, and $\theta_H^c$ and $\theta_L^c$ represent the foreground and background IoU thresholds, respectively, for class $c$. To calculate the classification term of the region proposal loss $L_{RPN-cls}$, we sample 512 anchors and apply Focal Loss [10]:

$$L_{RPN-cls}(p^\alpha_i, c^*_i) = -\alpha (1 - p^\alpha_i(c^*_i))^{\gamma} \log(p^\alpha_i(c^*_i)).$$

(S2)

Here, $p^\alpha_i(c^*)$ denotes the $i$-th anchor proposal’s classification branch output for the class probability of $c^*$. The parameters of the focal loss, $\alpha$ and $\gamma$, are set to $\alpha = 0.25$ and $\gamma = 2$ for our training process.

The regression target is obtained using the residuals between the anchor box and the ground truth bounding box. A bounding box is represented with seven parameters $b = (x, y, z, l, w, h, \theta)$, where $x$, $y$, and $z$ are the center coordinates, $w$, $l$, and $h$ are the width, length, and height, respectively, and $\theta$ is the yaw rotation around the $z$-axis. The residuals are calculated as follows:

$$\Delta x = \frac{x^gt - x^a}{d^a}, \quad \Delta y = \frac{y^gt - y^a}{d^a}, \quad \Delta z = \frac{z^gt - z^a}{h^a},$$
$$\Delta w = \log \frac{w^gt}{w^a}, \quad \Delta l = \log \frac{l^gt}{l^a}, \quad \Delta h = \log \frac{h^gt}{h^a},$$
$$\Delta \theta = \sin((\theta^gt - \theta^a)),$$

(S3)

where the parameters for ground truth and anchor boxes are indicated with the superscripts $gt$ and $a$, respectively, and $d^a = \sqrt{(l^a)^2 + (w^a)^2}$ is the diagonal of the base of the anchor box. Note that in our definition of $\Delta \theta$, $\theta^a$ and $\theta^a + \pi$ yield the same residual. To address the direction ambiguity, we incorporate a direction classifier into the regression branch, which is trained using a cross-entropy loss function. The direction classifier target $\delta^\alpha(d)$ is positive when the $\theta > 0$ and negative otherwise. The regression term of the region proposal loss $L_{RPN-reg}$ is composed of the Smooth-L1 loss for the bounding box parameters and the
cross-entropy loss for the direction classifier. \( i.e. \),
\[
L_{\text{RPN-reg}}(\delta_i^b, \delta_i^*) = \sum_{b \in \{x,y,z,l,w,h,\theta\}} \text{SmoothL1}(\delta_i^b(b), \Delta b) + \beta_{\text{dir}} \text{CrossEntropy}(\delta_i^b(d), \delta_i^*(d)),
\]
(S4)

where \( \delta_i^b \) is the output of the regression branch, and \( \beta_{\text{dir}} = 0.1 \) is a balancing parameter for the direction classifier loss. The total region proposal loss \( L_{\text{RPN}} \) is composed of
\[
L_{\text{RPN}} = \frac{1}{N_{fa}} \sum_i [L_{\text{RPN-cls}}(c_i^p, c_i^a) + 1(c_i^a \geq 1) \beta_{\text{reg}} L_{\text{RPN-reg}}(\delta_i^b, \delta_i^*)], \quad \text{(S5)}
\]

where \( N_{fa} \) is the number of foreground anchors, \( \beta_{\text{reg}} = 2 \) is a balancing parameter for regression loss, and \( 1(c_i^a \geq 1) \) indicates that only foreground anchors contribute to the regression loss.

Similarly, the proposal refinement loss \( L_{\text{head}} \) is calculated with the detection head outputs as follows:
\[
L_{\text{head}} = \frac{1}{N_{sp}} \sum_i [L_{\text{head-cls}}(l_i^p, l_i^c) + 1(\text{IoU}_i \geq \theta_{\text{reg}}) L_{\text{head-reg}}(\delta_i^p, \delta_i^*)], \quad \text{(S6)}
\]

where \( N_{sp} \) is the number of sampled proposals, and \( L_{\text{head-cls}} \) and \( L_{\text{head-reg}} \) are the classification and regression loss terms acquired from the confidence branch and refinement branch, respectively. \( 1(\text{IoU}_i \geq \theta_{\text{reg}}) \) indicates that the regression loss is only calculated with proposals with IoU over a threshold \( \theta_{\text{reg}} \). The classification target assigned for detection head loss \( l_i^c \) is an IoU-related value, similar to Eq. S1
\[
l_i^c = \begin{cases} 
1 & \text{IoU}_i \geq \theta_c, \\
\frac{\theta_c - \text{IoU}_i}{\theta_c - \theta_L} & \theta_L \leq \text{IoU}_i < \theta_c, \\
0 & \text{IoU}_i < \theta_L.
\end{cases}
\]
(S7)

Here, we used the binary cross-entropy loss for \( L_{\text{head-cls}} \). The regression targets for the detection head are similarly obtained as in Eq. S3. We don’t attach a direction classifier here. Instead, we calculate the corner points of the given and ground-truth bounding boxes and use the residual to further regularize the regression process. The regression term of the proposal refinement loss \( L_{\text{head-reg}} \) is comprised of:
\[
L_{\text{RPN-reg}}(\delta_i^p, \delta_i^*) = \sum_{b \in \{x,y,z,l,w,h,\theta\}} \text{SmoothL1}(\delta_i^p(b), \Delta b) + \sum_{j=1,2,\cdots,8} \text{SmoothL1}(\delta_i^p(e_j), \delta_i^*(e_j)),
\]
(S8)

where \( \delta_i^p(e_j), \delta_i^*(e_j), j = 1, 2, \cdots, 8 \) are the eight corner point coordinates of \( i \)-th proposal and its corresponding ground truth bounding box.

### S3. Experiments on Waymo

#### S3.1. Experimental Setup

**Waymo Open Dataset.** The Waymo Open Dataset [7] is a large-scale autonomous driving dataset containing 798 training sequences (around 158k point cloud samples) and 202 validation sequences (around 40k point cloud samples).

Our method requires complete point clouds of the objects to supervise point generation. To accomplish this, we approximated the complete shape by utilizing different instances of the same object class. In the KITTI dataset [2], we searched for objects that display similar point distributions and bounding boxes and combined their point clouds with the original point cloud to create a dense point...
cloud. However, the Waymo Open Dataset contains significantly more object instances than KITTI (# cars: 1.02M vs. 10.7K), which presents a challenge for using the complete shape approximation method as in KITTI. Fortunately, objects in Waymo Open Dataset often reappear in another point cloud samples that belong to the same sequence, and the object instance IDs are provided. We can track the object instance and use the object point clouds from different views to augment the original point cloud. For vehicles and cyclists, we mirror the points along the object’s heading axis, assuming symmetry, as we did in the KITTI dataset. Figure S1 displays examples of the completed point clouds used for generation targets. Note that we were not able to provide generation targets for all annotated objects due to insufficient collected points. For example, we managed to produce dense generate targets for 31,126 unique car objects but missed 15,296. In future work, a better data preparation method could be explored, such as using a point completion network [9] trained with available data to produce dense complete point clouds for all objects.

**Implementation Details.** The detection range for Waymo Open Dataset is [-75.2m, 75.2m], [-75.2m, 75.2m], and [-2m, 4m] for the X, Y, and Z-axis respectively, and a voxel size of (0.1m, 0.1m, 0.15m) is used. We used an almost identical network architecture in KITTI for the experiments, except using an increased number of channels of the proposal layers to (128, 256) and 192 for grid feature dimension.

PG-RCNN is trained using the Adam optimizer [3] with a one-cycle policy for 30 epochs with an initial learning rate of 0.01. We calculate the point-level segmentation loss $L_{\text{score}}$ on 4,096 points. Due to a lack of time and resources, we did not fully tune the hyperparameters for the Waymo Open Dataset. We expect that employing a more sophisticated detection head can improve scalability to larger datasets. We will report a better configuration for Waymo Open Dataset on our code release.

**Experiment results** We compare the performance of our method with two significant works, PV-RCNN [6], and Voxel R-CNN [1]. The model trained on the training set is evaluated on the validation set using mean average precision (mAP) and mean average precision weighted by heading (mAPH), using IoU thresholds of 0.7 for Vehicles and 0.5 for Pedestrians and Cyclists. Objects are categorized into two groups based on the number of points within their bounding boxes: LEVEL_1 (L1) includes more than five points, while LEVEL_2 (L2) includes fewer than five points.

Table S2 shows the 3D detection results for vehicles, pedestrians, and cyclists. Here, we re-implemented the previous methods and compared the performance with ours, using 20% of training data. Without bells and whistles, our PG-RCNN shows comparable performance with the two previous methods. Especially, PG-RCNN significantly outperforms previous methods for pedestrians and cyclists.

Table S1 displays examples of the completed point clouds used for generation targets. Figure S2 shows promising detection and point cloud generation performance. We will continue evaluations on Waymo Open Dataset with different configurations and data preparation methods to report better settings for the dataset.

**S4. More Qualitative Results**

In our main paper, we only showed the visualization for car detection results to compare with SIENet [5]. Figure S3 shows more examples on the KITTI dataset that includes detection results of pedestrians and cyclists. The qualitative results show that PG-RCNN is also capable of generating accurate point clouds for pedestrians and cyclists.
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Figure S2. Point generation and detection results on Waymo Open Dataset. (a) Bird-eye-view and (b) zoom-in view. The generated points, predicted bounding boxes, and ground truth bounding boxes are highlighted in yellow, green, and blue, respectively.

Figure S3. More qualitative results on KITTI dataset. The generated points, predicted bounding boxes, and ground truth bounding boxes are highlighted in yellow, green, and blue, respectively.


