
Supplementary Material:
Generating Realistic Images from In-the-wild Sounds

Note: We provide the implementation details, wild audio
files used in the figures on the main paper, and additional
audio files and generated image samples.

1. Implementation Details
We used single NVIDIA A100 80G for our experiments,

and performed 10 epochs of direct sound optimization using
the Adam optimizer with λaCLIP = 0.9, λCLIP = 1.0, λL2

= 0.01 and set the learning rate for Wn to 0.01 and learning
rate for Wwn to 0.001. We used a PLMS sampler and we
performed the DDIM step 40 time. Also it took about 10
seconds per epoch. The W2c-vqgan we used as the baseline
consists of two models: sound feature extraction and im-
age generation. For extracting sound features in W2-vqgan,
the pre-trained model proposed in Wav2clip [7] was used.
For generating images from sound features, the VQGAN-
CLIP [1] pre-trained on ImageNet [2] was used. Wan et al.
[6] was trained under the same conditions using the 10,701
sound-image paired dataset as proposed in their paper. The
code for this approach is available at Github. Our model
and W2c-vqgan have an image resolution of 512x512, while
Wan et al. [6] has an image resolution of 64x64.

2. Audio Files for the Generated Images in the
Main Paper

Our task is to generate realistic images from in-the-wild
sounds. We provide the wild audio files used in the figures
of our main paper and you can listen to them by referring
audio file folder. The audio folder names correspond to the
figure numbers of the main paper. For example, if you want
to listen to the audio for ’Figure 3’ of the main paper, you
will find the audio files within the ’figure 3’ folder. The
audio files from the left in the figure are matched with au-
dio 01.mp4, audio 02.mp4, and so on.

3. Audio Files and Generated Images (not In-
cluded in the Main Paper)

We provide additional generated images from both single
category sounds and wild sounds that we could not include
in the main paper due to space constraint.

Figure 1 and 2 show the generated images from
the Urbansound8K[5] audio dataset. We observe
that each of the images is generated appropriately
for the corresponding sound, generating rich and
realistic images according to the intensity of the
sound. The audio files are included in ’sup figure’
folders. For instance, if you listen to the sounds
(sup figure/sup figure 1 urban8K/audio 03.mp4,
audio 04.mp4) of the third and fourth images from the
left in Figure 1, you can observe that the number of
cars generated varies depending on the intensity of the
car horn sound. Furthermore, if you listen to sounds
(sup figure/sup figure 2 urban8K/audio 04.mp4, au-
dio 05.mp4) of the fourth and fifth images from the left in
Figure 2, you can observe that the generated images differ
depending on whether the sounds are continuous gunshots
or a single gunshot.

Figure 3 contains additional images generated from
Clotho[3], Figure 4 contains additional images generated
from Audiocaps[4] and Figure 5 contains additional images
generated from Multi-ESC50.
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Figure 1. Comparison of sound-guided image generation result on Urbansound8K. Class is ground-truth audio class of Urbansound8K
[5]. The audio files corresponding to the figure are located in the ’sup figure/sup figure 1 urban8K’ folder, and the audio files from the
left in the figure are matched with audio 01.mp4, audio 02.mp4, and so on.

Figure 2. Comparison of sound-guided image generation result on Urbansound8K. Class is ground-truth audio class of Urbansound8K
[5]. The audio files corresponding to the figure are located in the ’sup figure/sup figure 2 urban8K’ folder, and the audio files from the
left in the figure are matched with audio 01.mp4, audio 02.mp4, and so on.
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Figure 3. Comparison of sound-guided image generation result on Clotho. Text is ground-truth(GT) audio caption of audio datasets
[3]. The audio files corresponding to the figure are located in the ’sup figure/sup figure 3 clotho’ folder, and the audio files from the left
in the figure are matched with audio 01.mp4, audio 02.mp4, and so on.

Figure 4. Comparison of sound-guided image generation result on Audiocaps. Text is ground-truth(GT) audio caption of audio datasets
[4]. The audio files corresponding to the figure are located in the ’sup figure/sup figure 4 audiocaps’ folder, and the audio files from the
left in the figure are matched with audio 01.mp4, audio 02.mp4, and so on.
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Figure 5. Comparison of sound-guided image generation result on Multi-ESC50.. The audio files corresponding to the figure are
located in the ’sup figure/sup figure 5 multi’ folder, and the audio files from the left in the figure are matched with audio 01.mp4,
audio 02.mp4, and so on.
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