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We present the effect of semantic consistency loss and ad-
ditional results in this supplementary materials. We provide
the effects of expression-relevant feature extractor; compar-
ison of results on real-world occluded facial images; de-
tailed comparative analysis about real-world occlusion fa-
cial expression recognition (FER) result.

1. Effect of semantic consistency loss

To examine the effect of semantic consistency loss, we
select the RAF-DB [3] images and train hybrid reconstruc-
tion networks by varying the setting of the trade-off param-
eter λsc. Figure 1 depicts a visual comparison of the re-
construction results obtained using different values of λsc.
The figure highlights the variations in image quality, and se-
mantic consistency as the value of λsc changes. The λsc= 0
indicates that semantic consistency loss is not used. If λsc is
set to 10, indicating an over-weighting of the semantic con-
sistency loss, the resulting reconstructions tend to exhibit
semantically detrimental effects. In contrast, other values
of λsc (i.e., 0, 0.1, and 1) produce visually pleasing recon-
struction results. Table 1 presents a comparison of the effect
of λsc value on the accuracy of FER under the same condi-
tions, except for the parameter λsc. To ensure the highest
accuracy in recognizing facial expressions, we selected a
value of λsc=1.

Figure 1. Qualitative comparison of reconstruction results ob-
tained by changing the λsc setting on Grad-occlusion masked
RAF-DB.
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λsc 0 0.1 1 10
FER accuracy 78.9 79.2 80.1 77.3

Table 1. FER accuracy (%) for reconstruction results of Grad-
occlusion masked RAF-DB for hybrid reconstruction networks
trained with different λsc values, respectively.

2. Additional results
2.1. Effect of expression-relevant feature extractor

Our proposed expression-relevant feature extractor uti-
lizes only the ViT-latent vectors that are relevant to fa-
cial expressions from the entire ViT-latent space. The pro-
posed approach is expected to improve FER performance
by avoiding the use of irrelevant information to facial ex-
pression, such as hairstyle and background. Additionally,
the proposed method allows for the exclusion of informa-
tion from incompletely reconstructed regions, effectively
preventing a degradation in performance.

To demonstrate the effectiveness of expression-relevant
feature extractor, we combine all recognition models with
a deocclusive autoencoder and compare their performance.
As shown in Table 2, our proposed model outperforms the
others, even when recognizing facial expressions on the
same reconstructed images. This is because expression-
relevant feature extractor excludes non-expressive informa-
tion, which is detrimental to learning. Moreover, the com-
bination of expression-relevant latent vectors and CNN fea-
tures achieves superior accuracy by learning cooperatively.
The results indicate the performance improvement is not
solely due to the deocclusive autoencoder, but rather the co-
operative learning of expression-relevant feature extractor.

2.2. Comparison of results on real-world occluded
facial images.

Figure 2 shows the real-world occluded and recon-
structed images, alongside their corresponding predictions.
The images are presented to compare the adequacy of the
reconstruction in terms of FER. The hybrid reconstruction
network utilizes a self-assembly layer to remove occlusions



Figure 2. Comparison of results on real-world occlusion in AffectNet [6]. Predictions of FER according to image reconstruction. The
leftmost side of each image group indicates the ground truth label. Labels highlighted in green indicate matching the correct expression,
whereas red indicates a misprediction.

Deocclusive
autoencoder
+ DACL [1]

Deocclusive
autoencoder
+ RUL [8]

Deocclusive
autoencoder
+ DAN [7]

Deocclusive
autoencoder
+ EAC [9]

Latent
-OFER

Syn-
AffectNet 50.6 54.1 51.5 51.9 56.1

Syn-
RAFDB 72.4 77.6 78.5 79.1 80.1

Syn-
KDEF 83.4 85.2 84.6 85.6 86.7

Table 2. Accuracy (%) comparison images deocluded with a deoc-
clusive autoencoder on the Syn-FER dataset.

and generate realistic images, while also incorporating se-
mantic consistency loss to ensure proper facial expressions.
The results shown in Figure 2 indicate that occlusions can
cause inaccuracies in predicting facial expressions. The
reconstruction results of MAE [2] tend to be blurry. The
blurred region do not capture high-frequency details, mak-
ing it difficult for FER systems to accurately distinguish
subtle changes in facial expressions, thereby decreasing the
recognition accuracy. Although the CSA [5] method is ca-
pable of generating believable facial images, it does not
take into account the facial expressions, leading to distor-
tion in the expression. Therefore, we conclude that the hy-
brid reconstruction network is successful in reconstructing
occluded regions of the facial image, resulting in improved
FER.

2.3. Detailed comparative analysis of results in
FED-RO

Our proposed model shows robustness in real-world sce-
narios, as we have validated using the FED-RO [4] dataset.
We conducted a thorough analysis of the prediction result
using a normalized confusion matrix. We present the FER
results of various occluded FER models in Figure 3. Our
proposed model outperforms other models for most expres-
sions, especially neutral and anger. However, we observed
relatively poor performance for fear and disgust compared
to other models. In particular, fear is misrecognized as sur-

prise 40% of the time, and disgust is frequently misrecog-
nized as sadness and anger.

Figure 4 provides insight into why fear expression is
frequently misidentified as surprise in the model and why
recognition accuracy for disgust is low. We attribute this to
the presence of noisy labels in the FED-RO dataset, partic-
ularly for fear and disgust. Figure 3 also shows that predic-
tions of Latent-OFER are often more reliable in such cases.
Thus, we conclude that the lower recognition performance
of Latent-OFER for fear and disgust is not a limitation of
the model but rather the result of the presence of noisy la-
beled data.
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Figure 4. Example of noise labels for FED-RO. Labels highlighted in green indicate matching the ground-truth label, whereas red indicates
a our model’s prediction.


