A. Overview of Supplementary Material

The supplementary material is organized into the following sections:

- Section B: Implementation details for all experiments.
- Section C: More experiments and analysis.
- Section D: Visualization of the selective search proposals and the effectiveness of AlignDet.
- Section E: Broader impact and limitation.

B. Implementation Details

B.1. General Settings

**Pre-training.** All the hyper-parameters for box-domain pre-training follow the original fine-tuning settings except the prediction sampling procedure. For example, the learning rate is 2e-4 and weight decay is 1e-4 for Mask R-CNN [15] when fine-tuning on COCO [19] with ImageNet [7] pre-trained backbone. Hence in the box-domain pre-training stage, we set the same learning rate and weight decay to pre-train the modules out of the backbone. In terms of sampling predicted boxes, we select as many positive samples (predicted boxes that correspond to a ground truth proposal instead of background) as possible to expand the data for box-level contrastive learning. All methods apply the same pre-training data augmentation, which has been described in Section 4.1 of the main paper. All the experiments are pre-trained on the COCO train 2017 dataset with 12 epochs (1x), except 50 epochs for DETR [2]. During the pre-training stage, most experiments can be finished with 8 V100 GPUs (32 GB), which is efficient since we only train other modules out of the backbone (i.e., neck and head).

**Fine-tuning.** During the fine-tuning stage, we use SyncBN [15] to calibrate magnitudes for pre-trained models following MoCo [11]. For the experiments with supervised pre-trained ResNet [14], we follow the default setting in mmdetection [4] to freeze the first layer of ResNet, and fine-tune the other parameters under standard data augmentation with single-scale training. For the experiments with self-supervised backbones, we fine-tune all layers end-to-end with multi-scale training, and SyncBN is used across all layers, including the newly initialized batch normalization layers. For experiments with MobileNetV2 [23] and Swin Transformers [20], we follow the default training strategy defined in mmdetection. For the VOC [8] fine-tuning, we train 12k iterations to avoid over-fitting, and the learning rate is divided by 10 at $\frac{3}{4}$ and $\frac{1}{10}$ of total training time.

Since AlignDet pre-trains all modules in the detector and not just the backbone, we need to adjust the fine-tuned hyper-parameters to better transfer the pre-trained weights. Thanks to the experience of previous work [27, 24, 16], adjusting the learning rate and weight decay is a good practice. The main principle of hyper-parameter adjustment in the fine-tuning stage is to increase the learning rate while reducing weight decay. The most common setting is to increase the learning rate by 1.5 times and reduce the weight decay to half of the original value. The specific values of different methods and experiments are listed in detail in each subsequent paragraph.

B.2. FCOS

FCOS [25] is a single-stage, point-based detector. The learning rate and weight decay are 0.1, 1e-4 for AlignDet pre-training and 0.15, 5e-5 for fine-tuning, respectively. The maximum number of sampled predicted boxes for the box-domain pre-training is 2048. Other hyper-parameters are set to the default values in mmdetection.

B.3. RetinaNet

RetinaNet [18] is a single-stage, anchor-based detector. The learning rate and weight decay are 0.1, 1e-4 for AlignDet pre-training and 0.15, 5e-5 for fine-tuning, respectively. The maximum number of sampled predicted boxes for the box-domain pre-training is 2048. Other hyper-parameters are set to the default values in mmdetection.

B.4. Faster R-CNN & Mask R-CNN

Faster R-CNN [10] and Mask R-CNN [13] are two-stage, anchor-based detectors. Here Faster R-CNN uses the RoI Align [13] operation. The maximum number of sampled predicted boxes for the box-domain pre-training is 4096. All the experiments including baseline results are re-implemented with the 4conv1fc RoI head for a fair comparison, following previous work [12, 11]. For Faster R-CNN, we fine-tune with only object detection annotations, and for Mask R-CNN, we fine-tune with both object detection and instance segmentation annotations.

Specifically, for the supervised pre-trained MobileNet v2 and ResNet backbones, the learning rate and weight decay are 0.2, 1e-4 for AlignDet pre-training and 0.3, 5e-5 for fine-tuning, respectively. In our experiments, the weight decay should be smaller for the self-supervised ResNet-50 backbones, thus we set 5e-6 for PixPro [28] and MoCo v2 [5], and the learning rate is the same as pre-training, i.e., 0.02. For SwAV [3] pre-trained backbone, the fine-tuning learning rate is 3e-2, weight decay is 5e-6, and warmup iterations are 1000. For Swin Transformer backbones, the learning rate is 1e-4 and weight decay is 5e-2 for AlignDet pre-training. During the fine-tuning stage, the learning rate is 1e-4 and weight decay is 2e-2.
B.5. DETR

DETR [2] is a single-stage, query-based detector. A key factor that leads to slow convergence is the complication in aligning object queries with target features in different feature embedding spaces [30]. However, in the self-supervised setting, it is difficult to achieve this alignment because we do not have accurate semantic labels. To alleviate this issue, UP-DETR [6] initializes the query embedding with features extracted from cropped image patches. DETReg [1] predicts the features of cropped image patches from the corresponding query embedding via $L_1$ loss. However, these approaches simply use foreground or background for bipartite matching under the unsupervised setting, lacking explicit semantic information for the label assignment. This paradigm leads to the mismatch between bipartite matching costs and loss calculation, which may cause unstable matching and affect the effectiveness of pre-training.

To address this challenge, we make a small modification to AlignDet. In addition to the common coordinate-based label assignment and contrastive learning, which is the same in other methods, we also introduce the category-based assignment and corresponding loss to pre-train DETR. Specifically, we crop the selective search [26] proposals from images and extract their features with supervised pre-trained backbones. Then we cluster the extracted features into 256 classes using the K-means algorithm [21, 22], and the cluster results are regarded as pseudo-semantic labels to perform extra label assignment and cross-entropy loss to pre-train DETR. This has the advantage of introducing explicit category information into bipartite matching, which aligns label assignment and loss calculation in DETR, leading to more stable matching results. Note that only DETR uses the clustering results of the features as extra pseudo-labels for box-domain pre-training, since the label assignment of other methods in this paper does not require explicit semantic information but only coordinates.

We use both the default supervised pre-trained ResNet-50 [14] and the self-supervised pre-trained SwAV [3] for the experiments. The learning rate is $2 \times 10^{-4}$ for a batch size of 64 during the box-domain pre-training stage, and the loss weights of contrastive loss and cross-entropy loss are 1.0. In the fine-tuning stage, the learning rate is 1e-4 for the batch size of 16, and we fine-tune all the parameters following previous work [6, 1]. Other hyper-parameters are set to the default values in mmdetection.

B.6. SimMIM and CBNet v2

To further verify the effectiveness of AlignDet, we conducted advanced experiments with mask image modeling pre-training method (SimMIM [29]) and SOTA detection algorithm (CBNet v2 [17]). We chose CBNet v2 because of its open source code and achieved SOTA performance without requiring additional training data (e.g., training on Objects365 [24]). However, since they do not open source the training code corresponding to the most powerful model, we use the officially released code, models, and configs to reproduce the results. More specifically, we use the large scale jittering [9] to fine-tune Mask R-CNN with 3x strategy (SimMIM pre-trained Swin-Large backbone), following the settings reported in the original paper. For CBNet v2, we use the publicly released config [17] to reproduce the results. Both external links are existing implementations that follow original papers, not part of our submission.

C. Further Analysis and Experiments

C.1. Pre-training with Longer Epochs

Pre-training the backbone for longer epochs does not necessarily lead to sustained performance improvements for downstream tasks, both for supervised [12] and self-supervised pre-training methods [27, 28, 11]. Here we find similar results on AlignDet, that is, 12 epochs pre-training is enough for AlignDet, as shown in Table 1 with RetinaNet. However, the pre-training for the backbone are usually hundreds of epochs. A potential reason for this phenomenon is that the pre-training parameters of the two are significantly different. In most object detection models, the number of parameters of the backbone is much more than that of the neck and head modules, so backbone pre-training often requires longer pre-training epochs to learn meaningful repre-
Table 1. Ablation study on pre-training schedules. All the results are fine-tuned with 12 epochs (1x schedule).

<table>
<thead>
<tr>
<th>Pre-training Schedule</th>
<th>AP</th>
<th>AP$_{50}$</th>
<th>AP$_{75}$</th>
<th>AP$_{m}$</th>
<th>AP$_{i}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1x</td>
<td>37.3</td>
<td>56.6</td>
<td>40.1</td>
<td>21.0</td>
<td>40.9</td>
</tr>
<tr>
<td>2x</td>
<td>37.0</td>
<td>56.2</td>
<td>39.3</td>
<td>20.8</td>
<td>40.6</td>
</tr>
<tr>
<td>3x</td>
<td>37.0</td>
<td>56.1</td>
<td>39.5</td>
<td>20.4</td>
<td>40.6</td>
</tr>
</tbody>
</table>

In addition, we also show the fine-tuning results of different detection models with or without AlignDet pre-training in Figure 4 to further demonstrate the effectiveness of our AlignDet. AlignDet achieves more accurate classification and precise coordinate results than the random initialization results without box-domain pre-training.

**E. Broader Impact and Limitation**

AlignDet represents a significant step forward in the development of unified and adequate unsupervised detection pre-training. Our approach enables the fully self-supervised pre-training of various object detection models, a milestone that was previously unattainable. Furthermore, the decoupled pre-training paradigm delivers highly efficient and effective pre-training, by separating the feature extraction from task-aware learning. The **decoupled pre-training paradigm can be readily extended to other vision tasks**, allowing the integration of general-purpose pre-trained backbones with task-aware pre-trained necks and heads, which opens a door for solving the discrepancies between general pre-training and various downstream tasks.

However, the dependence on selective search proposals in this paper may represent a potential limitation, we view it as a direction for future research. Overall, our work advances the state-of-the-art unsupervised detection pre-training and offers significant potential for improving the performance of object detection.
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Figure 2. Selective search proposals on COCO train 2017 dataset.
Figure 3. Visualization results of predictions on COCO Val 2017 with Faster/Mask R-CNN. Random Initialization denotes ImageNet pre-train, and ours means AlignDet pre-training.
Figure 4. Detection results with different models on the public COCO Val 2017 dataset. For each scene, the upper images are the fine-tuning results without box-domain pre-training, and the lower images are the fine-tuning results after the box-domain pre-training.