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1. Pseudo-code of Evolutionary Search
The evolution algorithm utilized in our method is elabo-

rated in Alg. 1. Given a trained diffusion model, we sample
candidates from search space randomly to form an initial
population. During each iteration, we calculate FID score
for each candidate in the population. After that, the Top k
candidates with the lowest FID score are selected as par-
ents. We then apply cross and mutation to these parents to
generate a new population for the next iteration. The afore-
mentioned process is iteratively executed until the predeter-
mined maximum number of iterations is attained.

2. Experiments details and more samples on
Stable Diffusion

For the experiments on Stable Diffusion [4], we utilize
the official code and the released “sd-v1-4.ckpt” check-
point1. We employ the validation set of COCO 2014 dataset
and 10k generated samples to obtain the FID score for Fig.
4 in the primary manuscript. And Tab. 1 displays the de-
tailed FID score corresponding to Fig. 4 in the primary
manuscript. Additional sampling results on Stable Diffu-
sion using DPM-Solver [3] with and without our method
are reported in Fig. 1 and Fig. 2.

3. Experiments details and more samples on
ADM

We use the official code and released checkpoint2 for
the experiments with ADM-G and ADM [1] on ImageNet,

*Corresponding author: fchao@xmu.edu.cn
1https://github.com/CompVis/stable-diffusion
2https://github.com/openai/guided-diffusion

Algorithm 1 Evolutionary search
Input: Pre-trained diffusion model D, Number of searched

time steps K, population size P , max iteration
MaxIter, mutation probability p, the number of can-
didate generated from cross Nc and mutation Nm.

Output: The best candidate cand∗

1: P0 = InitializePopulation(P )
2: Topk = ∅
3: for i = 1 : MaxIter do
4: Samples = GenerationProcess(D,Pi−1)
5: FIDi−1 = CalculateFID(Samples)
6: Topk = UpdataTopk(Topk,Pi−1,FIDi−1)
7: Pcross = cross(Topk, Nc)
8: Pmutation = mutation(Topk, Nm, p)
9: Pi = Pcross + Pmutation

10: end for
11: cand∗ = Top1(Topk)

LSUN cat, and LSUN bedroom. In these experiments,
we utilize 50k generated images and pre-computed sample
batches from the reference datasets available in the code-
base 3 of ADM to calculate the FID score of Tabs 2 and 3
in our main manuscript. Additional sampling results on Im-
ageNet 64 × 64 and LSUN cat are reported in Fig. 3 and
Fig. 4, respectively.

3https://github.com/openai/guided-diffusion/tree/main/evaluations
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Left: a bird stands on a 
beach with its wings 
extended.
Right: a bottle filled 
with lots of different 
colored flowers.

Left: a glass bottle filled 
with fruits stacked on 
top of each other.
Right: a cat is laying 
down on a blanket.

Left: a full view of a big 
house with white lights. 
Right: a white bird 
flying through a light 
blue beautiful sky.

Left: a box that has 
doughnuts inside of it.
Right: a rock vase that 
has flowers inside of it.

Figure 1. Samples obtained by Stable diffusion with and without our methods using the same random seed.

4. Ablation Study

4.1. Ablation on Performance Estimation

To assess the impact of performance estimation, we
conduct experiments employing different evaluation met-
rics. Specifically, we replicate the experiment on ImageNet

64 × 64 with ADM-G using FID score, KID score, and
KL-divergence as performance estimation. In these exper-
iments, we only focus on time step optimization and use a
complete noise prediction network. The results summarized
in Tab. 2 indicate that there is little difference in the perfor-
mance of FID score and KID score. This observation can



Stable-Diffusion + DPM-Solver + Ours 
10 Steps 

Stable-Diffusion + DPM-Solver 
10 Steps

Stable-Diffusion + DPM-Solver 
20 Steps

Left: a bird is sitting 
out on some rocks in 
the water.
Right: a cat is laying 
down on a blanket.

Left: a red wooden 
table sitting below a 
window with curtains.
Right: a pigeon 
perched on top of a 
pipe.

Left: a while bowl 
full of oranges with 
the stems on them.
Right: a box that has 
doughnuts inside of 
it.

Left: a bottle filled 
with lots of different 
colored flowers.
Right: two horses 
stand closely together 
in a field.

Figure 2. Samples generated by Stable Diffusion using DPM-Solver with our method at 10 steps are comparable to those generated only
using DPM-Solver at 20 steps, and better than those generated only using DPM-Solver at 10 steps.
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Figure 3. Samples generated by ADM pre-trained on ImageNet 64× 64 cat with and without our method.

be attributed to the fact that both FID score and KID score
gauge the distance between the statistical properties of the

feature of generated samples and real samples. In contrast,
the performance of KL-divergence is poor, which demon-



Ours Steps
FID ↓

DPM-Solver
IS ↑

DPM-Solver
FID ↓
DDIM

IS ↑
DDIM

FID ↓
PLMS

IS ↑
PLMS

× 4 22.43 29.70 39.13 23.05 38.22 22.00
✓ 4 18.22 (-4.21) 33.10 (+3.40) 26.72 (-12.41) 27.73 (+4.68) 20.94 (-17.28) 30.38 (+8.38)
× 6 17.36 34.03 18.87 31.63 32.40 24.41
✓ 6 12.95 (-4.41) 34.26 (+0.23) 16.44 (-2.43) 33.70 (+2.07) 16.48 (-15.92) 33.58 (+9.17)
× 10 15.95 36.23 14.93 34.97 19.16 30.22
✓ 10 12.67 (-3.28) 36.54 (+0.31) 14.06 (-0.87) 35.38 (+0.42) 13.57 (-5.59) 36.79 (+6.57)

Table 1. FID score and IS scores for Stable Diffusion using DPM-Solver [3], DDIM [5] and PLMS [2] with and without our method on
COCO dataset, varying the number of time steps.

Steps = 10 Steps = 15

A
D

M
A

D
M

 +
 O

ur
s

Steps = 5

Figure 4. Samples generated by ADM pre-trained on LSUN cat with and without our method.

strates that KL-divergence is inadequate in estimating the
performance of the time steps sequence properly.

4.2. Ablation on Search Algorithm

We conduct experiments to examine the impact of vari-
ous search algorithms on experimental results. Specifically,
we utilize evolutionary search and random search to search
the optimal time steps sequence for ADM-G on ImageNet
64 × 64. The results presented in Tab. 3 illustrate that the
selection of the search algorithm does not significantly in-
fluence the experimental results. Notably, We observe that

even the time steps sequence searched by the simplistic ran-
dom search algorithm produces better sample quality than
the uniform time steps sequence.

5. Search Results
5.1. Time Steps Sequence

The optimal time step sequences in the evolutionary
search for different diffusion models are presented in Tab. 4
and Tab. 5. Besides, Fig. 5 illustrates the occurrence num-
ber of time steps of the top-15 candidates in the evolutionary



Performance Estimation Strategy \Steps 4 6 10
FID score 17.86 / 34.88 11.17 / 43.47 6.24 / 57.85
KID score 21.06 / 30.78 12.68 / 39.42 9.72 / 42.60

KL-divergence 414.9 / 1.125 414.3 / 1.13 414.8 / 1.14

Table 2. FID score / IS score for the performance estimation ablation on ImageNet 64× 64.

Method \Steps 4 6 10
Evolutionary Search 17.86 / 34.88 11.17 / 43.47 6.24 / 57.85

Random Search 18.84 / 34.17 11.17 / 43.02 7.05 / 51.43
Uniform Time steps 138.66 / 7.06 23.71 / 31.53 8.86 / 46.50

Table 3. FID score / IS score for the search algorithm ablation on ImageNet 64× 64.

Diffusion Models Dataset Optimal Time Steps
ADM-G + DDIM ImageNet 64× 64 [926, 690, 424, 153]

Stable Diffusion + PLMS COCO [848, 598, 251, 21]
Stable Diffusion + DPM-Solver COCO [0.9261, 0.7183, 0.5005, 0.2857, 0.0150]

Table 4. Optimal time steps sequence with length 4 for different diffusion models.

Diffusion Models Dataset Optimal Time Steps
ADM-G + DDIM ImageNet 64× 64 [123, 207, 390, 622, 830, 948]

Stable Diffusion + PLMS COCO [19, 130, 335, 519, 695, 931]
Stable Diffusion + DPM-Solver COCO [0.9261, 0.6670, 0.5005, 0.3340, 0.1548, 0.0150, 0.0120]

Table 5. Optimal time steps sequence with length 6 for different diffusion models

Index of removed model layers Steps Nmax

{[], [], [], [55]} 4 232
{[], [], [], [], [], [52]} 6 350

{[], [], [], [], [], [], [30, 10, 39, 4, 15, 46, 49, 54, 8], [], [], []} 10 580

Table 6. Index of removed model layers in the optimal architecture searched for ADM-G on ImageNet 64 × 64. “[]” means no layer is
removed at corresponding time step.

search. In these experiments, the max time step of Stable
Diffusion with DPM-Solver is 1, while the other diffusion
models are 1000. When searching the optimal time steps
for Stable Diffusion with DPM-Solver, we follow the strat-
egy of DPM-Solver that uses the time steps sequence with
a length of (Steps + 1)4. We observe that the optimal time
steps tend to cluster within a specific interval. In addition,
the distribution of these optimal time steps markedly differs
between ADM-G and Stable Diffusion due to their distinct
guidance scales.

5.2. Model Architectures

The optimal architecture layers in the evolutionary
search for ADM-G on ImageNet 64 × 64 are shown in

4https://github.com/CompVis/stable-diffusion/blob/main/ldm/models/diffusion/dpm solver/dpm solver.py

Tab. 6. In these experiments, we number each layer of the
complete noise prediction network ascending from the in-
put layer to the output layer. As described in the main
manuscript, we constrain the sum of model layers at each
time step to be less than Nmax. And the complete noise pre-
diction network comprises 58 model layers. We observe
that the number of removed model layers is higher when
Nmax = 580 compared to Nmax = 232 and Nmax = 350.
This observation highlights an increase in model redun-
dancy with an increase in the number of time steps.
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Figure 5. The occurrence number of time steps of top-15 candidates in Evolutionary search. (a). Occurrence number of time steps in the
top-15 sequence with length 4 for ADM-G using DDIM on ImageNet64×64. (b). Occurrence number of time steps in the top-15 sequence
with length 4 for Stable Diffusion using PLMS on COCO dataset. (c). Occurrence number of time steps in the top-15 sequence with length
4 for Stable Diffusion using DPM-Solver on COCO dataset. (d). Occurrence number of time steps in the top-15 sequence with length 6
for ADM-G using DDIM on ImageNet64 × 64. (e). Occurrence number of time steps in the top-15 sequence with length 6 for Stable
Diffusion using PLMS on COCO dataset. (f). Occurrence number of time steps in the top-15 sequence with length 6 for Stable Diffusion
using DPM-Solver on COCO dataset.
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