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S1. Experimental Results and Analysis
S1.1. Extracted Foreground Images

In Figure S1, we show several extracted foreground im-
ages using the foreground masks in Kinetics-400. From
these images, we observe that the foreground motion and

Figure S1: Examples of extracted foreground images.

Golf driving with static playing tennis

Pullup with static somersault

Basketball with static SkateBoarding

Figure S2: Examples of the videos with conflicting fore-
ground cues.

the foreground static cues share the same pixels. There-
fore, unlike directly separating the pixels of foregrounds
and backgrounds in ActorCutMix [24] and FAME [5], it



Table S1: Action recognition accuracy (%) of different aug-
mentation and debiasing methods on videos with conflicting
foreground cues.

Augmentation
or Debiasing

Kinetics-400 UCF101 HMDB51

Multi-class Binary Multi-class Binary Multi-class Binary

No 25.25 72.83 44.65 81.94 36.58 85.03
Mixup 27.64 74.48 47.16 81.85 36.62 82.06
VideoMix 29.37 72.50 42.59 72.21 32.68 76.07
SDN 27.14 71.14 48.47 83.83 34.87 81.88
BE 26.67 72.99 46.62 81.73 35.99 85.30
ActorCutMix 29.02 74.02 56.88 79.60 36.97 81.07
FAME 29.50 73.83 28.21 71.70 39.61 81.56
StillMix 30.77 85.51 57.30 88.80 47.38 92.46

is difficult to separate the pixels of foreground motion and
foreground static cues for debiasing foreground static bias.
As a result, in this paper, we propose StillMix to debias
without the need to explicitly extract foreground static cues
within a frame. In addition, due to this difficulty, it is hard to
create test videos by simply replacing the foreground static
cues and preserving the foreground motion. Thus, we al-
ternatively create videos with conflicting foreground cues
(Figure 1 of the main paper) and SCUFO videos (Sec. 4 of
the main paper) to evaluate foreground static bias.

S1.2. Testing on Videos with Conflicting Fore-
ground Cues

A video with conflicting foreground cues is synthesized
from a SCUBA-Sinusoid video by the following steps:

1. Randomly sample a video with foreground masks
but different action label from the SCUBA-Sinusoid
video.

2. Randomly sample a frame in the sampled video and
use the foreground mask to extract the foreground
(mainly containing human actors) as a static fore-
ground.

3. Randomly select a spatial position in the SCUBA-
Sinusoid video to insert the static foreground such that
the inserted static foreground does not overlap with the
moving foreground.

4. Insert the static foreground into all the frames of the
SCUBA-Sinusoid video at the selected spatial posi-
tion.

5. Resize the resultant video to the size of the SCUBA-
Sinusoid video.

6. Keep the label of the resultant video as the same as the
SCUBA-Sinusoid video.

The resultant video contains two action features, one on
the static foreground and the other on the moving fore-
ground. We show some example videos in Figure S2. A

Table S2: Action recognition accuracy (%) of different aug-
mentation and debiasing methods on ARAS.

Augmentation
or Debiasing

Main Network

TSM SlowFast Swin-T

No 57.86 50.14 60.17
Mixup 58.05 50.63 59.59
VideoMix 56.61 47.44 60.95
SDN 55.06 48.80 60.26
BE 57.47 50.92 59.79
ActorCutMix 57.09 51.40 61.23
FAME 57.47 48.51 60.37
StillMix (Ours) 59.69 51.40 62.49

robust action recognition model should not be affected by
the inserted static foregrounds and obtain high accuracy.

We use two metrics to evaluate the performance on the
videos with conflicting foreground cues: (1) Multi-class
classification accuracy: each video is classified into N ac-
tion classes, where N is the number of classes defined in
the datasets. (2) Binary classification accuracy: each video
is classified into two action classes, one indicating the ac-
tion in the moving foreground and the other indicating the
“action” in the static foreground.

Table S1 shows the accuracies of different data aug-
mentation and debiasing methods with Swin-T as the base
model. From the results, we observe that StillMix ob-
tains the best performance, especially in binary classifica-
tion (i.e., outperforming other methods by more than 4%).
Although ActorCutMix and FAME outperform StillMix on
SCUBA videos (refer to Table 2 of the main paper and
Table S10 in the Supplementary Material), they perform
worse than StillMix on the videos with conflicting fore-
ground cues. The results indicate that FAME and Actor-
CutMix capture foreground static features as shortcuts in-
stead of learning robust motion features; when the static
foregrounds exist, they are interfered to predict the static
“action”. In contrast, StillMix shows better robustness to
the foreground static features.

S1.3. Testing on ARAS

To assess the effectiveness of different methods on mit-
igating scene bias, we conduct tests on a real-world OOD
video dataset, ARAS [6], which contains actions defined in
Kinetics-400 with rare scenes.

After trained on Kinetics-400, the models are directly
tested on a balanced test set of ARAS as in [6]. Table S2
shows the accuracies of different data augmentation and de-
biasing methods. From the results, we observe that StillMix
obtains the best performance, illustrating its effectiveness
on mitigating scene bias in real-world videos.



Figure S3: Correlations between different evaluations are
not strong. Confl-FG denotes videos with conflicting fore-
ground cues.

Table S3: IID and OOD test accuracy (%) of StillMix based
on UniformerV2.

Dataset Debiasing IID
OOD

Avg
SCUBA

x Avg
SCUFO

yContra.
Acc.

xConfl-
FG

xARAS
x

Kinetics-400No 88.12 69.21 44.44 27.06 42.11 81.77
StillMix 88.32 70.42 40.90 31.59 42.96 83.12

HMDB51 No 82.94 61.73 50.75 15.43 34.10 –
StillMix 82.35 62.21 49.75 16.59 34.49 –

UCF101 No 98.18 63.65 38.73 26.45 47.58 –
StillMix 98.36 64.56 38.61 27.53 48.07 –

S1.4. Correlations between Different Evaluations

To determine the level of similarity between different
evaluations, we calculate the Spearman’s rank correlation
coefficients between the performances of different methods
on any pair of evaluation data. We use the performance
of Swin-T on Kinetics-400 for calculation. The results are
shown in Figure S3, from which we observe that the cor-
relation coefficients are lower than 0.75, indicating that the
correlations between any pair of the evaluation data are not
strong. Therefore, these evaluation data may assess the ac-
tion representations from different perspectives and could
not directly replace each other.

S1.5. Performance of UniformerV2

With StillMix, we finetune UniformerV2 [12], the
SOTA opensource action recognition model. We fine-
tune UniFormerV2-L/14 from CLIP and K710 pretrained
weights, using 32 frames as inputs. The results are shown

in Table S3. As UniformerV2 adopts pretrained weights
from CLIP, an image-only network, it has strong static bias
and performs poorly on SCUFO and Confl-FG. For ex-
ample, Swin-T achieves 36.58% on HMDB51-Confl-FG
(Table S1) but UniformerV2, having gone through much
more pretraining, achieves only 34.10%. Hence, finetuning
with StillMix on small datasets like HMDB51 and UCF101
could not substantially correct this bias, but StillMix still
shows improvements over the original model.

S1.6. Full Results of Transfer Learning

To evaluate the robustness of the learned action repre-
sentations, we conduct tests of transferring action features
across datasets. The rationale for this evaluation is that the
static bias is likely idiosyncratic to the dataset and may
not transfer well across datasets or class definitions. In
comparison, the motion features should transfer well across
datasets and class definitions. We adopt the linear probing
protocol. After training on the source dataset, we fix the
backbone network and train only a linear classifier on top
of the backbone using the target dataset.

Table S4 shows the performance of different data aug-
mentation and debiasing methods with different base mod-
els. From the results, we observe that the models trained
with StillMix obtain the best performance in different
transferring settings, especially in transferring across small
datasets. For example, in transferring from HMDB51 to
UCF101, StillMix outperforms other data augmentation
methods by about 2% of accuracy. These results illustrate
that StillMix learns robust action representations that have
better capability to transfer across action datasets.

S1.7. Ablation Study

In this section, we provide more results of ablation stud-
ies.
Sampling biased frames improves debiasing. In Table S5,
we show more results of different frame sampling strategies
on HMDB51 using different main networks and pretrain-
ing datasets. As in the main paper, we compare three frame
sampling strategies: (1) No RefNet; (2) RefNet; (3) RefNet
Inversed. Comparing the results of RefNet Inversed with the
other two strategies, we observe that RefNet Inversed ob-
tains significantly lower OOD performance especially for
ImageNet pretrained models (more than 3%). Comparing
the results of No RefNet and RefNet, we observe that they
obtain similar IID performance but RefNet performs better
on OOD tests especially for ImageNet pretrained TSM and
Swin-T (more than 2%). The results show that sampling bi-
ased frames benefits bias mitigation. Even sampling frames
with RefNet Inversed or No RefNet, StillMix still outper-
forms other methods (refer to the results in Table S9), fur-
ther indicating its effectiveness on bias mitigation.
Mixing action labels in StillMix decreases performance.



Table S4: Action recognition accuracy (%) of transferring the learned representations across datasets.

Network Augmentation
or Debiasing

Source→Target

Kinetics400→UCF101 Kinetics400→HMDB51 HMDB51→UCF101 UCF101→HMDB51

TSM

No 92.52 66.67 61.64 44.95
Mixup 93.07 68.69 63.58 46.60
VideoMix 93.55 69.22 61.49 40.33
SDN 92.81 63.79 61.12 41.90
BE 93.10 67.45 62.71 45.88
ActorCutMix 92.73 67.39 61.67 42.92
FAME 93.87 67.84 58.87 44.99
StillMix 93.89 70.07 65.69 47.99

SlowFast

No 91.86 67.32 42.38 40.59
Mixup 90.14 65.49 42.63 43.86
VideoMix 89.80 64.25 42.90 39.30
SDN 89.29 61.30 43.46 38.91
BE 91.91 67.12 40.89 41.29
ActorCutMix 91.73 67.19 43.66 39.17
FAME 91.01 65.10 39.49 39.37
StillMix 92.49 67.84 46.23 44.77

Swin-T

No 95.74 72.03 75.67 52.83
Mixup 95.40 72.42 76.61 51.59
VideoMix 95.32 71.24 74.95 50.59
SDN 94.90 70.13 74.42 49.87
BE 95.43 71.63 76.78 53.31
ActorCutMix 95.72 72.55 75.57 52.81
FAME 95.40 70.78 75.67 50.55
StillMix 95.77 72.75 78.50 53.71

Table S5: Action recognition accuracy (%) of StillMix with
different frame sampling strategies.

Network Pretrain Sampling strategy
HMDB51

IID Contra.
Acc.

TSM

ImageNet
No RefNet 54.07 31.21

RefNet 54.66 33.14
RefNet Inversed 54.79 29.17

Kinetics400
No RefNet 71.87 41.86

RefNet 71.52 42.05
RefNet Inversed 72.27 38.98

SlowFast

ImageNet
No RefNet 51.79 20.94

RefNet 51.53 21.21
RefNet Inversed 50.94 18.61

Kinetics400
No RefNet 76.27 34.34

RefNet 76.52 35.20
RefNet Inversed 76.12 33.83

Swin-T

ImageNet
No RefNet 55.62 18.89

RefNet 55.36 21.40
RefNet Inversed 56.34 18.18

Kinetics400
No RefNet 75.16 39.66

RefNet 74.82 40.28
RefNet Inversed 75.62 37.82

Table S6: Action recognition accuracy (%) of StillMix with
label mixing. λ′ = 1 means StillMix without label mixing
(the default setting).

Pretrain λ′
UCF101 HMDB51

IID Contra.
Acc. IID Contra.

Acc.

ImageNet
1 87.29 24.60 54.66 33.14

0.8 86.40 14.56 54.44 22.69
λ 84.35 10.70 49.76 5.06

Kinetics400
1 94.30 36.47 71.52 42.05

0.8 94.70 31.54 72.07 35.19
λ 93.85 18.82 70.92 19.44

Table S7: Action recognition accuracy (%) of StillMix with
different Beta distributions parameters. IN and K400 denote
ImageNet and Kinetics-400 respectively.

Pretrain Beta(α, β)
Mean
of λ

Variance
of λ

UCF101 HMDB51

IID Contra.
Acc. IID Contra.

Acc.

IN

(300, 100) 0.75 0.00047 85.98 12.43 50.70 7.95
(100, 300) 0.25 0.00047 87.24 22.05 54.92 38.06
(200, 200) 0.5 0.00062 87.29 24.60 54.66 33.14
(100, 100) 0.5 0.0012 87.41 22.20 55.08 32.18
(20, 20) 0.5 0.0060 87.42 23.01 54.95 33.06

K400

(300, 100) 0.75 0.00047 94.49 27.58 71.65 26.22
(100, 300) 0.25 0.00047 94.36 37.38 72.29 49.41
(200, 200) 0.5 0.00062 94.30 36.47 71.52 42.05
(100, 100) 0.5 0.0012 94.41 36.64 72.18 41.94
(20, 20) 0.5 0.0060 94.60 36.12 71.85 42.69



Table S8: Action recognition accuracy (%) of different augmentation and debiasing methods on the Kinetics-400,
Kinetics400-SCUBA and Kinetics400-SCUFO datasets. † indicates adapting from self-supervised debiasing methods.

Model Pretrain Augmentation
or Debiasing Kinetics-400 Kinetics400-SCUBA (↑) Kinetics400-SCUFO (↓) Contra.

Acc. (
x)

Place365 VQGAN-CLIP Sinusoid Place365 VQGAN-CLIP Sinusoid

TSM ImageNet

No 71.13 40.44 37.39 34.34 18.55 16.61 16.49 22.80
Mixup 71.33 42.82 40.65 38.95 18.66 17.20 16.72 25.98
VideoMix 71.35 40.93 38.96 36.71 17.89 17.13 16.73 24.57
SDN 69.99 38.42 35.71 36.72 16.98 15.31 17.35 22.38
BE† 71.30 41.07 38.19 34.42 17.05 16.14 15.04 24.35
ActorCutMix† 71.07 42.89 40.89 37.47 17.60 15.63 15.65 26.52
FAME† 71.13 43.30 40.41 39.01 18.96 17.73 18.32 25.63
StillMix (Ours) 71.28 43.31 40.97 37.15 6.27 5.17 4.24 36.07

SlowFast ImageNet

No 65.63 36.96 35.54 34.88 21.74 20.19 20.51 18.98
Mixup 65.16 37.65 35.63 34.98 20.85 18.81 18.81 20.17
VideoMix 64.26 35.23 33.81 34.29 19.84 18.05 18.57 19.41
SDN 63.49 33.71 31.60 31.86 19.81 18.21 19.69 17.13
BE† 65.65 36.15 34.66 33.64 19.13 17.25 18.30 20.15
ActorCutMix† 65.79 39.61 38.28 36.05 20.08 18.58 18.95 22.01
FAME† 65.13 40.11 37.48 38.63 20.89 19.21 20.79 22.07
StillMix (Ours) 65.65 37.63 35.71 35.46 14.78 13.35 12.70 25.01

Swin-T ImageNet

No 73.95 40.81 39.67 44.75 17.89 15.89 20.73 25.93
Mixup 73.91 42.59 42.05 47.22 17.33 15.74 20.68 28.24
VideoMix 73.80 41.89 41.00 46.63 18.72 16.36 22.71 26.40
SDN 72.23 39.59 39.90 47.52 20.04 19.21 25.13 24.46
BE† 73.93 41.88 41.86 46.47 18.73 17.12 22.84 26.28
ActorCutMix† 73.97 44.16 45.06 47.87 19.58 17.06 21.54 28.64
FAME† 73.81 49.01 47.71 49.66 21.38 19.10 23.33 30.03
StillMix (Ours) 73.86 43.44 42.81 46.05 4.76 4.37 7.41 39.41

StillMix keeps the label unchanged after augmentation.
Here, we investigate the effects of mixing action labels, i.e.,
ỹi = λ′yi + (1 − λ′)ybiased where ybiased is the action la-
bel of the biased frame zbiased. In Table S6, we compare
the performance of different values of λ′ on UCF101 and
HMDB51 using TSM as the main network. We observe
that mixing action labels significantly decreases the OOD
performance although it could slightly boost the IID perfor-
mance for Kinetics400 pretrained TSM by around 0.5% of
accuracy. The results illustrate that mixing action labels in
StillMix is detrimental to learning robust action representa-
tions, since it encourages models to learn biased static cues
that are not robust in OOD scenarios.

Effects of Beta Distribution in StillMix. With different
Beta distribution parameters in StillMix, the mixing coeffi-
cient λ (in Eq. (3) of the main paper) has different values
of mean and variance. In Table S7, we compare the perfor-
mance of different Beta distribution parameters on UCF101
and HMDB51 using ImageNet pretrained TSM as the main
network. Comparing the results of different mean values
of λ, we observe that both IID and OOD performance de-
crease when the mean value is large (e.g., 0.75). With
large values of λ, the mixed videos approximate the orig-
inal videos, so that the debiasing effects are weak. In con-
trast, small mean values of λ (e.g., 0.5, 0.25) lead to good

IID and OOD performance. The results indicate that suffi-
cient mixing strength is necessary for StillMix to mitigate
static bias. Comparing the results of different variances of
λ, we observe that increasing the variances improves the
performance. The reason may be that large variances could
augment videos with various mixing strength, which creates
diverse augmented samples that help training.

S1.8. Full Results of Debiasing Methods

Table S8, S9 and S10 show the full results of different
video data augmentation and debiasing methods on SCUBA
and SCUFO videos of the Kinetics-400, HMDB51 and
UCF101 datasets, respectively. The observations are sim-
ilar to that in the main paper.

S1.9. Evaluation of Pretraining Methods

In this section, we evaluate several pretraining methods
on the synthetic OOD data to demonstrate how pretraining
affects OOD generalization. We evaluate the following pre-
training methods:
Debiasing Pretraining Methods: (1) SDN [2], a super-
vised debiasing pretraining method that minimizes scene in-
formation and maximizes human action information using
adversarial classifiers. (2) FAME [5], a self-supervised de-
biasing pretraining method which carves out the foreground



Table S9: Action recognition accuracy (%) of different augmentation and debiasing methods on the HMDB51, HMDB51-
SCUBA and HMDB51-SCUFO datasets. K400 denotes Kinetics-400. † indicates adapting from self-supervised debiasing
methods.

Model Pretrain Augmentation
or Debiasing HMDB51 HMDB51-SCUBA (↑) HMDB51-SCUFO (↓) Contra.

Acc. (
x)

Place365 VQGAN-CLIP Sinusoid Place365 VQGAN-CLIP Sinusoid

TSM K400

No 70.39 45.09 42.16 26.84 23.26 20.03 14.40 22.02
Mixup 72.00 46.25 44.07 28.96 22.60 19.92 14.71 23.76
VideoMix 70.72 42.68 41.46 23.00 20.98 18.99 12.46 21.03
SDN 69.51 40.79 38.92 31.44 19.18 14.91 18.70 23.74
BE† 71.22 45.39 42.81 27.25 23.42 20.52 14.40 22.39
ActorCutMix† 70.52 45.81 42.32 27.08 23.29 20.43 15.12 21.94
FAME† 70.39 52.03 53.21 36.33 26.04 23.34 17.60 28.21
StillMix (Ours) 71.52 53.91 52.66 38.13 11.63 8.29 5.38 42.05

SlowFast K400

No 76.25 47.36 48.23 35.00 23.26 23.14 18.78 28.37
Mixup 75.69 48.72 50.20 35.38 24.42 23.99 19.60 28.22
VideoMix 75.62 48.19 48.87 34.81 23.98 23.80 19.17 27.25
SDN 76.17 34.27 37.80 30.41 9.39 12.04 12.30 24.99
BE† 75.82 46.46 47.29 34.51 23.50 23.46 19.20 27.74
ActorCutMix† 75.49 53.28 52.94 38.96 26.57 26.42 21.28 28.96
FAME† 74.66 57.61 58.27 47.08 25.68 24.02 21.52 34.32
StillMix (Ours) 76.52 48.31 47.75 40.31 17.76 17.51 15.65 35.20

Swin-T K400

No 73.92 47.61 42.77 41.41 20.68 17.90 22.80 27.84
Mixup 74.58 46.70 42.49 40.12 21.25 18.47 23.78 26.09
VideoMix 73.31 41.33 38.18 38.67 19.64 18.82 22.85 23.13
SDN 74.66 41.96 40.82 37.29 19.99 19.62 21.06 22.88
BE† 74.31 47.36 42.94 40.39 20.91 17.55 21.41 27.84
ActorCutMix† 74.05 50.13 46.51 43.73 22.16 20.26 23.80 28.12
FAME† 73.79 54.71 53.67 45.81 27.10 27.26 26.40 29.66
StillMix (Ours) 74.82 53.27 52.43 49.73 13.39 12.66 14.13 40.28

TSM ImageNet

No 47.56 19.39 16.99 8.49 11.78 11.12 6.41 6.50
Mixup 51.68 23.96 18.76 14.06 18.49 15.04 12.10 5.66
VideoMix 48.32 21.41 18.44 10.27 13.23 12.42 7.64 7.17
SDN 45.40 22.57 16.63 13.11 11.37 8.08 8.15 10.72
BE† 48.87 22.13 16.86 13.11 17.39 14.33 11.39 4.66
ActorCutMix† 48.39 25.52 21.38 11.57 15.27 13.16 8.39 9.03
FAME† 45.73 26.37 24.34 15.46 14.69 15.69 10.44 10.71
StillMix (Ours) 54.66 39.52 38.41 33.00 6.98 6.09 3.58 33.14

SlowFast ImageNet

No 47.65 21.24 16.85 10.43 17.84 15.63 11.76 5.62
Mixup 48.67 23.22 18.75 12.60 19.57 16.19 12.41 5.70
VideoMix 47.38 21.11 17.68 9.53 16.78 15.57 10.92 5.49
SDN 44.29 18.05 13.07 11.49 16.31 12.07 11.21 3.06
BE† 45.10 19.40 17.21 8.54 13.77 14.35 8.52 7.73
ActorCutMix† 49.21 28.40 25.16 15.67 21.64 20.30 15.53 8.34
FAME† 45.97 27.83 27.29 17.12 20.26 20.86 14.87 10.18
StillMix (Ours) 51.53 33.55 32.14 25.81 14.34 13.68 12.59 21.21

Swin-T ImageNet

No 53.62 23.45 19.39 18.24 18.25 14.80 15.94 6.56
Mixup 55.86 25.42 18.96 17.12 20.53 14.50 15.22 6.66
VideoMix 56.17 26.31 21.98 18.02 19.60 17.24 16.14 7.89
SDN 53.16 22.29 18.28 17.59 19.71 15.98 15.69 4.96
BE† 53.90 23.32 17.64 14.49 18.74 13.88 13.46 5.51
ActorCutMix† 54.07 29.23 25.16 22.59 22.36 19.08 17.75 8.84
FAME† 53.18 22.29 26.46 23.88 23.15 19.91 19.39 9.42
StillMix (Ours) 55.36 34.73 30.84 30.83 16.13 11.60 13.20 21.40



Table S10: Action recognition accuracy (%) of different augmentation and debiasing methods on the UCF101, UCF101-
SCUBA and UCF101-SCUFO datasets. K400 denotes Kinetics-400. † indicates adapting from self-supervised debiasing
methods.

Model Pretrain Augmentation
or Debiasing UCF101 UCF101-SCUBA (↑) UCF101-SCUFO (↓) Contra.

Acc. (
x)

Place365 VQGAN-CLIP Sinusoid Place365 VQGAN-CLIP Sinusoid

TSM K400

No 94.62 26.79 22.66 27.36 5.63 4.12 2.89 21.83
Mixup 94.71 29.03 24.85 29.51 5.20 3.94 2.99 24.17
VideoMix 94.50 32.76 29.99 31.89 6.73 5.63 4.94 26.69
SDN 93.83 22.15 18.37 19.22 3.46 2.53 3.32 17.19
BE† 94.49 27.25 22.99 27.52 6.07 4.42 3.36 21.82
ActorCutMix† 94.47 38.95 37.63 37.74 4.84 4.85 3.99 33.90
FAME† 93.73 36.80 37.76 32.61 4.63 4.10 2.28 32.28
StillMix (Ours) 94.30 37.40 33.85 40.30 0.97 0.81 0.60 36.47

SlowFast K400

No 95.96 34.34 31.00 30.19 2.44 1.51 1.14 30.25
Mixup 96.14 36.60 33.20 32.58 4.50 2.89 2.81 30.94
VideoMix 95.98 38.71 39.90 31.03 4.85 3.86 3.80 31.57
SDN 95.02 32.24 29.25 24.32 4.64 3.02 1.95 25.72
BE† 95.98 35.24 31.31 30.66 3.02 2.09 1.72 30.24
ActorCutMix† 95.76 47.69 51.69 45.12 7.43 5.96 6.68 42.04
FAME† 95.69 39.22 40.82 30.63 4.42 3.68 3.03 33.31
StillMix (Ours) 95.85 43.15 39.29 40.87 0.07 0.01 0.00 41.08

Swin-T K400

No 96.21 37.63 34.37 54.94 3.48 3.02 10.82 36.82
Mixup 96.17 39.82 40.89 57.79 2.88 3.28 11.62 40.46
VideoMix 96.00 28.59 37.36 58.26 7.81 11.40 20.60 29.37
SDN 95.76 34.78 32.56 50.40 2.21 1.42 5.30 36.42
BE† 96.06 39.76 36.16 56.01 3.55 2.93 10.15 38.62
ActorCutMix† 95.87 51.02 55.28 69.53 8.00 8.43 19.32 46.87
FAME† 95.81 40.62 44.56 37.54 5.74 6.50 6.84 35.14
StillMix (Ours) 96.02 55.22 53.68 65.75 2.40 2.16 5.76 54.90

TSM ImageNet

No 84.84 13.89 8.73 9.58 7.89 4.76 6.21 6.13
Mixup 86.72 27.52 25.96 24.47 9.83 8.22 10.60 17.88
VideoMix 83.90 29.33 27.77 23.60 12.12 12.76 13.31 17.12
SDN 80.41 10.11 6.74 6.82 3.44 2.37 2.26 5.44
BE† 84.42 14.03 8.29 8.48 8.70 4.67 5.69 5.64
ActorCutMix† 82.42 47.60 51.00 48.84 20.47 22.33 25.29 28.48
FAME† 83.03 22.95 22.35 13.20 10.38 8.74 5.76 12.70
StillMix (Ours) 87.29 28.24 20.98 25.99 0.42 0.30 1.21 24.60

SlowFast ImageNet

No 80.82 15.14 11.37 8.91 6.63 3.90 3.45 8.15
Mixup 83.54 20.95 18.40 16.53 6.75 5.62 5.63 13.56
VideoMix 81.26 20.09 19.90 19.88 7.93 8.21 9.17 14.01
SDN 78.07 13.44 8.76 8.37 5.49 2.99 2.79 6.65
BE† 81.51 16.36 11.99 8.45 6.72 4.11 3.07 8.55
ActorCutMix† 81.54 30.71 28.50 21.63 8.38 6.61 6.18 20.48
FAME† 80.82 22.37 23.09 15.83 7.11 6.68 4.24 15.54
StillMix (Ours) 84.96 20.42 17.15 21.77 0.01 0.01 0.07 19.76

Swin-T ImageNet

No 88.20 19.24 16.97 22.01 8.76 7.45 10.53 11.81
Mixup 88.34 25.73 24.55 33.16 7.37 5.94 10.03 20.85
VideoMix 88.45 33.28 42.35 44.98 17.31 23.16 24.02 21.63
SDN 85.75 13.60 11.45 20.03 6.91 5.04 9.91 9.36
BE† 87.80 19.30 16.31 20.64 9.06 7.09 9.09 11.38
ActorCutMix† 88.73 55.59 59.83 59.88 23.30 29.87 29.48 32.77
FAME† 86.00 27.41 30.62 21.05 7.13 8.50 4.95 20.11
StillMix (Ours) 88.92 32.16 31.31 36.91 1.08 1.54 1.66 32.14



Table S11: Action recognition accuracy (%) of different methods on the Kinetics-400, Kinetics400-SCUBA and Kinetics400-
SCUFO datasets.

Method Pretraining Debiasing Kinetics400 Kinetics400-SCUBA (↑) Kinetics400-SCUFO (↓) Contra.
Acc. (

x)
Place365 VQGAN-CLIP Sinusoid Place365 VQGAN-CLIP Sinusoid

Supervised
Action

Recognition
Models

TSM ImageNet - 71.13 40.44 37.39 34.34 18.55 16.61 16.49 22.80
StillMix 71.28 43.31 40.97 37.15 6.27 5.17 4.24 36.07

SlowFast ImageNet - 65.63 36.96 35.54 34.88 21.74 20.19 20.51 18.98
StillMix 65.65 37.63 35.71 35.46 14.78 13.35 12.70 25.01

Swin-T ImageNet - 73.95 40.81 39.67 44.75 17.89 15.89 20.73 25.93
StillMix 73.86 43.44 42.81 46.05 4.76 4.37 7.41 39.41

Debiasing FAME K400 - 70.95 37.10 36.34 38.20 18.15 16.10 17.01 23.14

Self-supervised VideoMAE K400 - 80.00 50.68 49.41 57.26 23.41 22.65 27.98 29.76

Multi-modal X-CLIP Web+K400 - 84.13 53.55 55.53 59.26 32.14 32.73 35.55 25.34

Table S12: Action recognition accuracy (%) of different methods on the HMDB51, HMDB51-SCUBA and HMDB51-
SCUFO datasets. K400 denotes Kinetics-400. Mini-K200 denotes Mini-Kinetics-200 [22]. † denotes zero-shot classification.

Method Pretrain Debiasing HMDB51 HMDB51-SCUBA (↑) HMDB51-SCUFO (↓) Contra.
Acc. (

x)
Place365 VQGAN-CLIP Sinusoid Place365 VQGAN-CLIP Sinusoid

Supervised
Action

Recognition
Models

TSM
ImageNet - 47.56 19.39 16.99 8.49 11.78 11.12 6.41 6.50

StillMix 54.66 39.52 38.41 33.00 6.98 6.09 3.58 33.14

K400 - 70.39 45.09 42.16 26.84 23.26 20.03 14.40 22.02
StillMix 71.52 53.91 52.66 38.13 11.63 8.29 5.38 42.05

SlowFast
ImageNet - 47.65 21.24 16.85 10.43 17.84 15.63 11.76 5.26

StillMix 51.53 33.55 32.14 25.81 14.34 13.68 12.59 21.21

K400 - 76.25 47.36 48.23 35.00 23.26 23.14 18.78 28.37
StillMix 76.52 48.31 47.75 40.31 17.76 17.51 15.65 35.20

Swin-T
ImageNet - 53.62 23.45 19.39 18.24 18.25 14.80 15.94 6.56

StillMix 55.36 34.73 30.84 30.83 16.13 11.60 13.20 21.40

K400 - 73.92 47.61 42.77 41.41 20.68 17.90 22.80 27.84
StillMix 74.82 53.27 52.43 49.73 13.39 12.66 14.13 40.28

Debiasing
Pretraining

SDN Mini-K200 - 56.60 26.76 23.48 11.13 14.80 14.69 4.96 10.83

FAME K400 - 61.10 31.45 28.67 25.12 13.28 13.67 12.93 17.21

Self-supervised VideoMAE HMDB51 - 62.60 23.24 27.19 18.55 10.58 10.43 10.94 15.01

Multi-modal X-CLIP† Web+K400 - 49.67 22.50 25.47 27.03 18.52 20.31 21.37 9.31

from the video and replace the background for training to
mitigate background bias. We directly use the available pre-
trained checkpoints for evaluation.

Self-supervised Pretraining Method: VideoMAE [20], a
strong self-supervised learner with masked autoencoder.

Multi-modal Pretraining Model: X-CLIP [15], an ex-
panded language-image pretrained model with a video-
specific prompting scheme.

Table S11, S12 and S13 compare the IID and OOD per-
formance of different pretraining methods on Kinetics-400,
HMDB51 and UCF101, respectively. From the results we

make the following observations:

Pretraining on large video datasets is by itself an effec-
tive method to debias action representations. By compar-
ing the performance of using ImageNet and Kinetics-400
as pretraining datasets in Table S12 and S13, we observe
that K400-pretrained models improve the performance on
both IID test and SCUBA without too much performance
sacrifice on SCUFO. The results demonstrate that pretrain-
ing on large video datasets is by itself an effective method
to debias action representations. We hypothesize that the
size of Kinetics-400 is so large that it contains reasonably



Table S13: Action recognition accuracy (%) of different methods on the UCF101, UCF101-SCUBA and UCF101-SCUFO
datasets. K400 denotes Kinetics-400. Mini-K200 denotes Mini-Kinetics-200 [22]. † means zero-shot classification.

Method Pretraining Debiasing UCF101 UCF101-SCUBA (↑) UCF101-SCUFO (↓) Contra.
Acc. (

x)
Place365 VQGAN-CLIP Sinusoid Place365 VQGAN-CLIP Sinusoid

Supervised
Action

Recognition
Models

TSM
ImageNet - 84.84 13.89 8.73 9.58 7.89 4.76 6.21 6.13

StillMix 87.29 28.24 20.98 25.99 0.42 0.30 1.21 24.60

K400 - 94.62 26.79 22.66 27.36 5.63 4.12 2.89 21.83
StillMix 94.30 37.40 33.85 40.30 0.97 0.81 0.60 36.47

SlowFast
ImageNet - 80.82 15.14 11.37 8.91 6.63 3.90 3.45 8.15

StillMix 84.96 20.42 17.15 21.77 0.02 0.01 0.07 19.76

K400 - 95.96 34.34 31.00 30.19 2.44 1.51 1.14 30.25
StillMix 95.85 43.15 39.29 40.87 0.07 0.01 0.00 41.08

Swin-T
ImageNet - 88.20 19.24 16.97 22.01 8.76 7.45 10.53 11.81

StillMix 88.92 32.16 31.31 36.91 1.08 1.54 1.66 32.14

K400 - 96.21 37.63 34.37 54.94 3.48 3.02 10.82 36.82
StillMix 96.02 55.22 53.68 65.75 2.40 2.16 5.76 54.90

Debiasing
Pretraining

SDN Mini-K200 - 84.17 10.31 7.82 8.59 1.85 1.47 1.69 7.74

FAME K400 - 88.60 18.79 19.06 15.80 1.25 1.21 1.27 17.13

Self-supervised VideoMAE UCF101 - 91.30 19.10 18.77 19.38 0.59 0.66 1.03 18.50

Multi-modal X-CLIP† Web+K400 - 74.52 24.64 28.44 37.36 16.24 16.88 20.42 15.27

balanced static cues. However, collecting, annotating, and
training on large-scale datasets are still costly, while sim-
ple augmentations could mitigate static bias even for K400-
pretrained models; the minimum improvement of Contra.
Acc. is 6.83%.

Debiasing pretraining does not mitigate static bias ef-
fectively. SDN and FAME adopt debiasing pretraining on
large datasets and finetuning on small datasets. In Table S12
and S13, SDN obtains comparable performance on IID and
OOD test with ImageNet-pretrained models, though it is
pretrained on Mini-Kinetics-200. FAME lags behind K400-
pretrained models, though it is also pretrained on Kinetics-
400. The results indicate that vanilla supervised pretraining
is more effective than debiasing pretraining at mitigating
static bias. Effective debiasing pretraining deserves further
research attention.

Self-supervised models and multi-modal pretraining
models are still vulnerable to static bias. As powerful
video representation learners, VideoMAE and X-CLIP ob-
tain good performance on IID tests and SCUBA, but the
performance on SCUFO and the Contra. Acc. is worse than
ImageNet-pretrained Swin-T trained with StillMix. The re-
sults indicate that they could not effectively mitigate fore-
ground static bias and learn robust action features. How
to improve the robustness of action representations through
self-supervised pretraining and prompting large language-
vision pretrained models still deserves exploration.

S1.10. Grad-CAM Visualization

In Figure S4, we visualize the Grad-CAM [16] on some
videos from UCF101. Trained with StillMix, TSM focuses
on the regions with motion. For example, in the second col-
umn, the action is “Juggling Balls”. TSM trained without
StillMix focuses on the background like the grass field and
the trees. However, the model trained with StillMix learns
to focus on the hand motion. The visualization results vali-
date that StillMix helps to learn motion representations and
mitigate reliance of background static cues.

S2. Construction Details of SCUBA and
SCUFO

We synthesize SCUBA and SCUFO videos using videos
in the test set of the first split of HMDB51 [11] and
UCF101 [17], and the validation set of Kinetics-400 [1].

S2.1. Foreground Masks

The details of collecting and producing foreground
masks of the three datasets are described as follows.
HMDB51. We use human-annotated segmentation masks
of people for 21 action classes from the JHMDB
dataset [10]. There are totally 256 videos in the test set
of the first split having mask annotations.
UCF101. We use human-annotated bounding boxes of peo-
ple for 24 action classes provided by the Thumos chal-
lenge [9]. There are totally 910 videos in the test set of



TSM

TSM
+StillMix

Figure S4: Grad-CAM visualization on videos from UCF101 dataset. The first row shows results of TSM trained without
StillMix. The second row shows the results of TSM + StillMix. StillMix helps to focus on the motion regions.

the first split having bounding box annotations.
Kinetics-400. We decode the validation videos into frames
(we use 15 fps as the frame rate) to extract the foreground
mask of each frame. Since there is no available human an-
notation of Kinetics-400, we use video semantic segmenta-
tion model VSS-CFFM [19] and video salient object seg-
mentation model UFO [18] to extract foregrounds. In each
frame, we extract the human mask from VSS-CFFM and
the salient object mask from UFO, and each of them is
smoothed using the masks in three adjacent frames, i.e., the
union of the three masks is used as the smoothed mask. The
foreground mask is the union of the smoothed human mask
and the smoothed salient object mask. The videos in which
more than 10% of frames having small foreground masks
(i.e., the area of the foreground mask is smaller than 10%
of the area of the whole frame) are discarded. Finally, we
use the remaining 10,190 videos in the validation set to con-
struct benchmarks.

S2.2. Background Images

The details of generating background images by
VQGAN-CLIP [4] and sinusoidal functions are described
as follows.
VQGAN-CLIP. 2,000 background images of artistic style
are generated by VQGAN-CLIP. Each image is generated
from a sentence with the template: “A painting / sketch
/ illustration / photograph of scene name in the style of
style name”. In the template, the scene name is the name of
a random scene category in Place365 [23]; the style name is

a random artistic style sampled from a list: {“Art Nouveau”,
“Camille Pissarro”, “Michelangelo Caravaggio”, “Claude
Monet”, “Edgar Degas”, “Edvard Munch”, “Fauvism”,
“Futurism”, “Impressionism”, “Picasso”, “Pop Art”, “Mod-
ern art”, “Surreal Art”, “Sandro Botticelli”, “Oil Paints”,
“Water Colours”, “Weird Bananas”, “Strange Colours”}.
Sinusoid. Each stripe in the stripe images are defined by
sinusoidal functions y = Asin(ωx + ϕ). The ranges of
each parameter are defined as follows:

• 0 ≤ ω ≤ 0.5× π

• −100× ω ≤ ϕ ≤ 100× ω

• 10 ≤ A ≤ 110

The ranges of stripe widths sw and space between two ad-
jacent stripes sp are defined as follows:

• 5 ≤ sw ≤ 20

• 3× sw ≤ sp ≤ 5× sw

Each stripe image is generated by uniformly sampling these
parameters from the corresponding ranges. The colors of
the stripe areas and the background areas are also randomly
chosen. After a stripe image is generated, we further rotate
it by a random angle and crop the central area of 224× 224
as the final stripe image.

S2.3. Synthetic Videos

In Figure S5, we show some examples of SCUBA
videos. From the shown examples, we observe that the
action information is reserved although the backgrounds



Diving with Place365 backgrounds.

Wrestling with Place365 backgrounds.

GolfSwing with VQGAN-CLIP backgrounds.

Pullup with VQGAN-CLIP backgrounds.

Pour with sinusoidal backgrounds.

Sword Fighting with sinusoidal backgrounds.

Figure S5: Examples of the synthetic videos.

of the videos are replaced, so that the actions in the syn-
thetic videos are recognizable. From each background im-
age source, we provide two SCUBA videos in the data ap-
pendix for readers’ reference.

S2.4. Human Assessment

We verify that the actions in SCUBA videos can
be recognized by human on Amazon Mechanical Turk
(AMT). From the same original video, we randomly sam-
ple one synthetic video for assessment. Totally, we have
256 synthetic videos in HMDB51-SCUBA, 910 synthetic
videos in UCF101-SCUBA and 10,190 synthetic videos in
Kinetics400-SCUBA to be assessed.

The AMT workers are asked to determine whether the
moving parts in the videos show the labeled action. Fig-
ure S6 shows the AMT interface of the assessment task. The
interface shows the instruction of the task to workers: “In-
spect the full video carefully, and determine whether a spe-
cific action is shown in the video. Please determine the ac-
tions based on the moving parts instead of the backgrounds,
since the backgrounds of some videos are deliberately al-
tered.” It also displays a video and a corresponding ques-
tion: “Do the moving parts of the video show the action ac-

Figure S6: Interface of AMT tasks.

tion name?” The action name is the name of the provided
action label corresponding to the video. The workers are
given three options to select: yes, no, and can’t tell.

We divide the videos into a number of groups for assess-
ment. In each group, we create the following questions:

• Experimental group (47.5% of the total questions):
contains synthetic videos with correct labels.

• Control group (47.5% of the total questions): contains
synthetic videos with random incorrect labels. The
control group is constructed to prevent the workers
from always answering yes to synthetic videos.

• Control questions (5% of the total questions): contain
original videos, half of which are assigned correct la-
bels and the other are assigned incorrect labels. The
control questions are used to detect random clicking.

Each question is assigned to three different workers to
answer. We accept the answers of a worker only if he or she
satisfies the following criteria:

• Answered more than one control questions and
reached at least 75% of accuracy on the answered con-
trol questions.

• Reached at least 90% of accuracy on the answered
questions in the control group, in which the synthetic
videos are assigned incorrect labels. If a worker does
not reach high accuracy on these questions, he or she
may tend to answer yes to synthetic videos, which af-
fects the assessment results.

The final answer for each question is obtained by majority
voting.

According to the collected answers, the AMT workers
were able to recognize the correct action in 876 videos out
of 910 UCF101-SCUBA videos (96.15%), 222 videos out
of 256 HMDB51-SCUBA videos (86.33%) and 8681 videos
out of 10190 Kinetics400-SCUBA videos (85.19%).

S3. Implementation Details
S3.1. Datasets

UCF101 [17] has 13,320 web videos recorded in uncon-
strained environments, belonging to 101 classes. We use



Table S14: The hyper-parameters for training TSM, SlowFast, Swin-T without data augmentation or debiasing techniques.
UCF, HMDB and K400 denote UCF101, HMDB51 and Kinetics-400, respectively.

Hyper-parameter

ImangeNet-pretrained Kinetics-pretrained

TSM SlowFast Swin-T TSM SlowFast Swin-T

UCF HMDB K400 UCF HMDB K400 UCF HMDB K400 UCF HMDB UCF HMDB UCF HMDB

frames per video 8 8 8 64 64 64 32 32 32 8 8 64 64 32 32
epoch 100 100 50 100 100 50 30 30 30 25 25 25 25 30 30
optimizer SGD SGD AdamW SGD SGD AdamW
linear warmup epochs - - - - - - 2.5 2.5 2.5 - - - - 2.5 2.5
base learning rate 0.0025 0.01 0.0025 0.0025 0.005 0.01 0.002 0.005 0.001 0.0025 0.005 0.005 0.005 0.0005 0.0005
learning rate schedule ×0.1 at 40% and 80% of the total epochs cosine ×0.1 at 10th and 20th epoch cosine
weight decay 0.001 0.01 0.0001 0.001 0.01 0.0001 0.01 0.02 0.02 0.001 0.01 0.001 0.01 0.01 0.05

Table S15: The hyper-parameters for training action recognition models with different video data augmentation and debiasing
methods. UCF, HMDB and K400 denote UCF101, HMDB51 and Kinetics-400, respectively.

Augmentation
or Debiasing Hyper-parameter

ImangeNet-pretrained Kinetics-pretrained

TSM SlowFast Swin-T TSM SlowFast Swin-T

UCF HMDB K400 UCF HMDB K400 UCF HMDB K400 UCF HMDB UCF HMDB UCF HMDB

Mixup

base learning rate 0.01 0.005 0.005 0.005 0.005 0.01 0.005 0.005 0.001 0.0025 0.005 0.005 0.005 0.0005 0.0005
weight decay 0.001 0.01 0.0001 0.001 0.01 0.0001 0.01 0.02 0.02 0.001 0.01 0.001 0.01 0.01 0.05
Paug 1.0 0.75 1.0 1.0 0.25 1.0 1.0 0.75 1.0 0.25 0.25 0.5 0.25 0.5 0.75
Beta(α, β) (0.2, 0.2)

VideoMix

base learning rate 0.01 0.01 0.005 0.005 0.005 0.01 0.002 0.005 0.001 0.005 0.005 0.005 0.005 0.0002 0.0005
weight decay 0.001 0.01 0.0001 0.001 0.01 0.0001 0.01 0.02 0.02 0.001 0.01 0.001 0.01 0.01 0.05
Paug 1.0 0.25 0.75 0.5 0.5 1.0 0.75 0.75 0.75 0.25 0.5 0.25 0.25 0.5 0.25
Beta(α, β) (1.0, 1.0)

SDN base learning rate 0.02 0.02 0.01 0.02 0.02 0.01 0.002 0.002 0.001 0.002 0.01 0.02 0.01 0.0001 0.0002
weight decay 0.001 0.01 0.0001 0.001 0.01 0.0001 0.01 0.02 0.02 0.001 0.01 0.001 0.01 0.01 0.05

BE
base learning rate 0.0025 0.005 0.005 0.005 0.01 0.01 0.002 0.005 0.001 0.0025 0.005 0.005 0.005 0.0005 0.0005
weight decay 0.001 0.01 0.0001 0.001 0.01 0.0001 0.01 0.02 0.02 0.001 0.01 0.001 0.01 0.01 0.05
Paug 0.75 0.75 0.25 1.0 0.5 0.75 0.75 0.75 0.5 0.25 0.5 0.25 0.5 0.5 0.25

ActorCutMix
base learning rate 0.005 0.01 0.01 0.01 0.005 0.01 0.002 0.005 0.001 0.0025 0.005 0.005 0.005 0.0001 0.0005
weight decay 0.001 0.01 0.0001 0.001 0.01 0.0001 0.01 0.02 0.02 0.001 0.01 0.001 0.01 0.01 0.05
Paug 0.75 0.5 0.25 0.25 0.5 0.25 0.5 0.75 0.25 0.25 0.25 0.5 0.5 0.5 0.25

FAME
base learning rate 0.0025 0.01 0.005 0.0025 0.005 0.005 0.005 0.005 0.001 0.0025 0.005 0.005 0.005 0.0005 0.0005
weight decay 0.001 0.01 0.0001 0.001 0.01 0.0001 0.01 0.02 0.02 0.001 0.01 0.001 0.01 0.01 0.05
Paug 0.25 0.75 0.25 0.25 0.5 0.25 0.25 0.5 0.25 0.25 0.25 0.25 0.25 0.25 0.5

StillMix

base learning rate 0.005 0.005 0.005 0.0025 0.005 0.005 0.002 0.005 0.001 0.0025 0.005 0.005 0.005 0.0005 0.0005
weight decay 0.001 0.01 0.0001 0.001 0.01 0.0001 0.01 0.02 0.02 0.001 0.01 0.001 0.01 0.01 0.05
Paug 0.25 0.5 0.25 0.75 0.25 0.125 0.75 0.5 0.25 0.25 0.25 0.5 0.25 0.25 0.75
τ 25 15 25 15 25 25 50 50 50 10 50 10 75 50 10
frame bank size 4096
Beta(α, β) (200, 200) (200, 200) (20, 20) (200, 200) (200, 200) (2, 2) (200, 200) (200, 200) (20, 60) (200, 200) (200, 200) (200, 200)

the first official train-test split in our experiments and report
the performance on the test set.
HMDB51 [11] consists of 51 classes and 6,766 videos ex-
tracted from a variety of sources ranging from digitized
movies to YouTube videos. We use the first official train-
test split and report the performance on the test set.
Kinetics-400 [1] contains more than 250k videos in 400
classes. We train the models on the training set (around
240k videos) and reported performance on the validation
set (around 20k videos) as in prior works [13, 7, 14, 21].

S3.2. Action Recognition Models

For TSM [13], we use ResNet-50 as the backbone. For
SlowFast [7], we use 3D ResNet-50 with filters inflated
from 2D to 3D [1] as the backbone. And we use the ver-
sion of 4× 16 (T × τ ) in our experiments. For Video Swin

Transformer [14], we use the tiny version (denoted as Swin-
T) in our experiments.

S3.3. Computational Resources

Our experiments are conducted on GPU clusters (con-
taining Tesla V100, Tesla P100, GeForce RTX 3090, RTX
A6000) with the PyTorch codebase MMAction2 [3].

S3.4. Training the Reference Network of StillMix

We train the Reference Network R of StillMix with the
following settings:

• Network: ResNet-50, SlowFast-2D (ResNet-50 as
backbone), tiny Swin Transformer

• Pretrained: ImageNet
• Optimizer: SGD



• Base learning rate: 0.01. The base learning rate cor-
responds to the batch size of 64. We apply the Linear
Scaling Rule [8] to set the learning rate according to
the real batch sizes.

• Epochs: 50
• Learning rate schedule: learning rate is divided by 10

at the 20th and 40th epoch
• Weight decay: 0.00001

S3.5. Training the Main Network

Random Seeds. On UCF101 and HMDB51, for each
model and each data augmentation or debiasing method, we
fix the random seeds as 1, 2, and 3 to conduct three times of
training. The reported accuracies are the mean accuracies
of the three runs. On Kinetics-400, we fix the random seeds
as 1 and conduct only one time of training.
Other Data Augmentations. Except the data augmenta-
tion methods discussed in the main paper, we also use two
commonly used data augmentations for each model during
training: (1) The shorter ends of video frames are resized
to 256 and an area of 224 × 224 is randomly cropped. (2)
Each video is flipped horizontally with a probability of 0.5.
Hyper-parameters. On UCF101 and HMDB51, we ran-
domly sample 20% of the training samples to form a val-
idation set for hyper-parameter tuning. On Kinetics-400,
we randomly sample 50% of the training samples to form
a training-validation split to tune hyper-parameters. In the
training-validation split, the proportion of training and vali-
dation samples is 19:1. After the best hyper-parameters are
selected, we train the models on the full training set with
the best hyper-parameters.

For action recognition models without data augmenta-
tion or debiasing methods applied, we tune the base learning
rate and the weight decay on the validation set and fix other
hyper-parameters as pre-defined values. The base learning
rate corresponds to the batch size of 64, and we apply the
Linear Scaling Rule [8] to set the learning rate according to
the real batch sizes. For data augmentation methods, we ad-
ditionally tune the augmentation probability Paug on the val-
idation set. Table S14 and S15 show the hyper-parameters
we used in different action recognition models as well as
the data augmentation and debiasing methods.

S3.6. Evaluation

The checkpoint at the last epoch is used for evaluation.
Given a video, we resize the shorter ends of frames to 256
and use a center crop of 224 × 224 from a single clip for
evaluation.
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