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1. Comparisons with More Methods

We compare the distilled dataset performance between

DREAM and more methods in Tab. 1. The experiments are

conducted under 1, 10, and 50 images-per-class (IPC) set-

tings on MNIST [6], SVHN [10], CIFAR-10, and CIFAR-

100 [5] datasets. DREAM achieves SOTA results on most

cases. Especially when IPC is small, DREAM has gained

significant performance gap over other methods, which also

validates the effectiveness of matching representative sam-

ples. RFAD [8] employs ConvNet with 1024 convolu-

tional channels, while our results are reported based on 128-

channel ConvNet. Except for IPC=1 CIFAR-10, DREAM

distills better synthetic images than RFAD. HaBa [7] in-

volves a data hallucination process, which generates more

samples from base images. It holds higher performance on

IPC=10 CIFAR-10 and IPC=1 CIFAR-100, while in other

circumstances, DREAM has superior performances.

2. Accuracy Curve Visualization

We apply the DREAM strategy to more dataset distilla-

tion methods, such as DC [18], DSA [16], etc. In addition

to stable performance improvements, we visualize the ac-

curacy curve during training in Fig. 1. It can be observed

that compared with the original methods, DREAM only re-

quires one fifth and one tenth of the iteration number on

the DC and DSA to achieve the original performance, re-

spectively. Further increasing the training time brings con-

tinuous performance improvement, which also proves that

our method is universal and is able to be easily plugged for

popular dataset distillation frameworks. The above experi-

ments are all based on the setting of 10 images-per-class on

CIFAR10.
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3. DREAM on Distribution Matching

In addition to gradient matching, we also explore the ap-

plicability of our method in embedding distribution match-

ing. For distribution matching, the optimization is con-

strained by:

S∗ = argmin
S

D (ξ(Mθ(A(S))), ξ(Mθ(A(T )))) , (1)

where ξ represents averaging the features in the channel

dimension. For gradient matching, random sampling pro-

duces biased matching targets, making the optimization un-

stable, while for distribution matching, random sampling

shifts the average feature. These stochastic factors jointly

introduce shifts and reduce training efficiency. DREAM, on

the contrary, ensures the evenness and diversity of the orig-

inal images for matching. It consistently provides appropri-

ate supervision for the optimization. We conduct the exper-

iments on IDC [4] with distribution matching. Under the

setting of 10 images-per-class on the CIFAR10 dataset, the

original IDC performs much poorer than gradient match-

ing, which is also stated in [4]. Applying DREAM com-

pletely reversed this situation by improving the dataset per-

formance by a large margin. Besides, it only takes less than

one tenth of the original iteration number to reach the per-

formance, as shown in Fig. 1c.

4. Distilled Dataset Visualization

In order to more intuitively demonstrate the effects on

the distilled images, we compare the distillation results of

adding the proposed DREAM strategy or not in Fig. 2.

DREAM improves the quality of the distilled datasets from

two perspectives. Firstly, the images optimized by DREAM

show more obvious categorical characteristics. Secondly,

DREAM introduces more variety to the distilled images.

With these two improvements, dream brings better perfor-

mance to the distilled datasets.



Table 1: Top-1 accuracy of test models trained on distilled synthetic images on multiple datasets. The distillation training is

conducted with ConvNet-3.

Dataset
MNIST SVHN CIFAR10 CIFAR100

1 10 50 1 10 50 1 10 50 1 10 50

DD [15] - 79.5 - - - - - 36.8 - - - -

LD [1] 60.9 87.3 93.3 - - - 25.7 38.3 42.5 11.5 - -

DC [18] 91.7 97.4 98.8 31.2 76.1 82.3 28.3 44.9 53.9 12.8 25.2 -

DSA [16] 88.7 97.8 99.2 27.5 79.2 84.4 28.8 52.1 60.6 13.9 32.3 42.8

DM [17] 89.7 97.5 98.6 - - - 26.0 48.9 63.0 11.4 29.7 43.6

CAFE [14] 93.1 97.2 98.6 42.6 75.9 81.3 30.3 46.3 55.5 12.9 27.8 37.9

MTT [2] - - - - - - 46.3 65.3 71.6 24.3 40.1 47.7

IDC [4] 94.2 98.4 99.1 68.5 87.5 90.1 50.6 67.5 74.5 - 45.1 -

KIP [11, 12] 90.1 97.5 98.3 57.3 75.0 80.5 49.9 62.7 68.6 15.7 28.3 -

RFAD [8] 94.4 98.5 98.8 52.2 74.9 80.9 53.6 66.3 71.1 26.3 33.0 -

HaBa [7] 92.4 97.4 98.1 69.8 83.2 88.3 48.3 69.9 74.0 33.4 40.2 47.0

FRePo [19] 93.0 98.6 99.2 - - - 46.8 65.5 71.7 28.7 42.5 44.3

DREAM 95.7 98.6 99.2 69.8 87.9 90.5 51.1 69.4 74.8 29.5 46.8 52.6

Table 2: Time cost of adding DREAM strategy (s).

Datasets Methods Clustering
Update Inner

Images Loop

CIFAR-10
IDC [4] - 0.2 0.2

DREAM 0.1 0.2 0.3

CIFAR-100
IDC [4] - 2.0 2.0

DREAM 0.1 2.0 2.1

We provide some extra visualizations of the distilled

images on MNIST, FashionMNIST, SVHN, CIFAR-10,

CIFAR-100 and TinyImageNet in Fig. 3.

5. Differences from Related Works

There are some recent works focusing on improving the

efficiency of dataset distillation. RFAD reduces the calcu-

lation of neural tangent kernel matrix in Kernel Inducing

Points (KIP) from O(|S2|) to O(|S|) by using random fea-

ture approximation [8]. It takes into account the similar-

ity between Neural Tangent Kernel (NTK) and Neural Net-

work Gaussian Process (NNGP) kernels. RFAD focuses

on reducing the calculation complexity in KIP, while our

proposed DREAM is aiming at improving the training ef-

ficiency through selecting representative original images,

which has no contradicts.

Jiang et al. analyze the shortcomings of gradient match-

ing method and propose the idea of matching multi-level

gradients from the angle perspective [3]. There are also

many other methods [9, 13], which analyze the shortcom-

ings of existing methods from the perspective of two-level

optimization and improve the efficiency. Comparatively,

DREAM addresses the training efficiency problem from the

sampling perspective for both gradient matching and em-

bedding distribution matching. DREAM is able to be eas-

ily plugged into other dataset distillation methods to signif-

icantly reduce the required training iterations.

6. Clustering Analysis

We further analyze the extra time cost caused by the clus-

tering process in Tab. 2. For CIFAR-10, in each inner loop,

the matching process and image updating cost 0.2s. Every

10 inner loops, a clustering process is conducted. The clus-

tering process takes 1s, so by average the clustering time for

each inner loop is 0.1s. The total average inner loop time

is 0.3s, compared to the original 0.2s. Considering that we

only need one tenth to one fifth of the iterations to obtain the

original performance, we save more than 70% of the time.

For CIFAR-100 with more classes, the extra clustering time

is one twentieth of the original image updating time, which

is negligible. DREAM significantly improves the training

efficiency and reduces the required training time for dataset

distillation.
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(a) The accuracy curve of adding DREAM to DC.
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(b) The accuracy curve of adding DREAM to DSA.
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(c) The accuracy curve of adding DREAM to distribution

matching.

Figure 1: Applying the DREAM strategy brings stable performance and efficiency improvements.
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Figure 2: Applying DREAM improves the image quality and sample diversity.
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Figure 3: Example visualizations of the distilled images on MNIST, FashionMNIST, SVHN, CIFAR-10, CIFAR-100 and

TinyImageNet.


