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The supplementary material is structured as follows:

• Sec. 1 provides further implementation details of the
proposed HOSNeRF.

• Sec. 2 presents additional details on the network de-
signs of our HOSNeRF.

• Sec. 3 summarizes additional comparisons of our
HOSNeRF against state-of-the-art (SOTA) ap-
proaches.

Furthermore, we also provide a supplementary video
showcasing per-scene 360° free-viewpoint renderings from
our HOSNeRF on all six scenes of our HOSNeRF dataset.

1. Implementation Details

We conducted all our experiments on 4 Tesla V100
GPUs, using the PyTorch [12] deep learning framework.
Optical Flow Supervision. We first map the deformed
points xd from the deformed space at timestep t to canoni-
cal points xc in the canonical space. Then we compute their
corresponding deformed points at timestep t − 1 , denoted
as x̂dt−1 , through forward deformation:

x̂dt−1 = Ψcoarse
c→dt−1

(xc, J , R) + ∆xc→dt−1 . (1)

We project X̂dt−1
=

{
x̂i
dt−1

}
onto the reference camera at

timestep t− 1 and to obtain their corresponding pixel loca-
tions P̂dt−1

= {P̂i
dt−1

}. We then compute the optical flow
induced by these points with respect to the pixel locations
Pdt

= {Pi
dt
}, from which the rays of Xd =

{
xi
d

}
are cast.

Finally, we minimize the error between the induced flow
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and the estimated flow:

LFlow =
1

|R|
∑
r∈R

N∑
i=1

wr,i
∣∣∣∣∣∣(P̂r,i

dt−1
−Pr,i

dt

)
− fPr,i

dt

∣∣∣∣∣∣ ,
(2)

where wr,i = Ti (1− exp (−σiδi)) is the ray termination
weights from the volume rendering equation, and fPr,i

dt

is
the estimated 2D backward optical flow using RAFT [16]
at Pt

r,i.
Coordinate System Alignment. To integrate the state-
conditional scene model and dynamic human-object model,
we initially synchronize their coordinate systems during
preprocessing, as they are originally processed and defined
in separate coordinate systems. To achieve this, we uti-
lize the SMPL [8] parameters acquired from the pre-trained
human pose estimation model ROMP [15] and adopt the
scene-SMPL alignment approach from NeuMan [4]. This
technique requires that the human subject always stands on
the ground. Subsequently, we align the two coordinate sys-
tems through the Perspective-n-Point (PnP) [6] method and
resolve any scale ambiguities by restricting the feet meshes
of the SMPL model to touch the ground plane [4]. In this
context, the near and far parameters for the scene model are
set to 0.1 and 106, respectively, while those for the dynamic
human-object model are determined by the coarse bounding
box calculated from the human-object poses.
Human and Object Masks. To estimate human and object
masks, we utilize the pre-trained Mask-RCNN [3] model.
Consequently, the majority of object classes in our dataset
come from the COCO [7] dataset. During preprocessing,
we successfully segment all humans and most objects in
our dataset. However, for objects that are not detected
due to occlusions or out-of-domain classes, we manually
segment them. To ensure complete separation of the fore-
ground from the background, we then dilate the human and
object masks by 5%. The proposed three-stage training
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Figure 1: State-conditional network designs for the scene
base model (a) and the canonical space model (b).

pipeline of our HOSNeRF method is beneficial, especially
the third stage, which involves fine-tuning for foreground-
background merging. This enables training with coarse hu-
man and object masks. In contrast, HumanNeRF [17] de-
pends on manual intervention to correct coarse segmenta-
tion errors.
Optimization Parameters. We optimize our HOSNeRF
using Adam optimizer [5]. We set the base learning rates
for our training process as follows: 0.002 for the first stage
to train the background, 0.0006 for the second stage to train
the dynamic human-object model, and 0.00006 for the third
stage to fine-tune the complete HOSNeRF model. For most
of the scenes, we balance the loss terms using the following
weighting factors: ωMSE = 0.2, ωLPIPS = 1.0, ωCycle =
0.01, ωFlow = 0.01. The three stages are trained for 500k,
400k, and 200k iterations, respectively.

2. Network Details

Object State Embeddings. To address the issue of hu-
mans interacting with different objects at different times, we
introduce two new learnable object state embeddings that
serve as conditions for learning our human-object represen-
tation and scene representation, respectively. In a dynamic
scene with N object states, we define N learnable state em-
beddings Os =

{
Oi

s

}
(i = 1, 2, · · · , N) to represent object

states in the scene model, and N learnable state embeddings
Oc =

{
Oi

c

}
(i = 1, 2, · · · , N) to represent object states

in the canonical space. The feature dimension of Os and
Oc are both set to 64 in our model. To obtain the number
of object states, we manually label the transition timesteps
for each video when the human picks up or puts down ob-
jects. Alternatively, we could use pretrained affordance de-
tection methods to detect these transition timesteps. In our
newly collected dataset, we provide the ground-truth transi-
tion timesteps for all the scenes.

State-Conditional Scene Network. As shown in Fig. 1(a),
we employ a 10-layer multilayer perceptron (MLP) as our
state-conditional scene base network, following the ap-
proach outlined in Mip-NeRF 360 [1]. Specifically, at state
i, we utilize a concatenation of the IPE features γ̂(µ̂, Σ̂) of
ray intervals with the scene state embedding Oi

s as input to
the scene MLP. To achieve this, we employ a skip connec-
tion that concatenates the input to the fifth layer. For the ac-
tivation functions, we use ReLU after each fully connected
layer, except for predicting density, for which we use Soft-
plus, and for predicting color, for which we use Sigmoid.
State-Conditional Canonical Space Network. As illus-
trated in Fig. 1(b), we follow NeRF [9] to use an 8-layer
MLP as our state-conditional canonical space model. At ob-
ject state i, we concatenate the positionally encoded canoni-
cal points γ (xc) with the human-object state embedding Oi

c

and pass them to the canonical space MLP. In this canonical
MLP, we adopt a skip connection that concatenates the in-
put to the fifth layer. We use the ReLU activation after each
fully connected layer, with the exception of the prediction
of color, for which we employ the Sigmoid activation func-
tion.

3. Additional Results
Additional Ablation on State-Level Embedding. In a dy-
namic scene with N object states, we define N learnable
state embeddings to represent state changes such as human
pick up or put down objects. Therefore, N (N ⩽ 7 in main
paper’s Tab. 1) is much smaller than the number of frames
([300, 400]). Our state-level embeddings are designed to
integrate state information through each state period, and
thus enable more consistent modelling of scene changes
for each period than frame-level embeddings [13, 14]. As
validated in Fig. 2, when human picks up the backpack at
frame 70, our state-conditional scene model can immedi-
ately remove the backpack starting from frame 71, while
the frame-conditional model fails to model such a sudden
change and renders wrong and incomplete backpacks on
multiple frames.

Frame 70

Frame-level embedding

Frame 71 Frame 73

State-level embedding

State 2: Human picks up backpack, backpack not on chairState 1: Backpack on chair

(a)

(b)

Figure 2: Ablation on the state-level embedding.



Method Ours NeuMan [4] HyperNeRF [11] Nerfies [10] D2NeRF [18] K-Planes [2]1st stage 2nd stage 3rd stage 1st stage 2nd stage
No. of GPUs 4 4 4 3 1 2 4 1 1

Training time (hours) 32 34 52 80 95 39 35 5.7 5.3

Table 1: Training time comparison on the HOSNeRF dataset against baselines.

Training Time Comparison on the HOSNeRF Dataset.
Tab. 1 presents the training time of all methods on our HOS-
NeRF dataset. To ensure a fair comparison with the state-
of-the-art (SOTA) approaches, we employ their highest con-
figurations. Our three-stage training of HOSNeRF requires
a total of five days, whereas NeuMan’s [4] two-stage train-
ing demands over seven days. Due to the absence of dis-
tributed training support and the need for CPU computing,
NeuMan’s [4] second stage training takes 95 hours. In con-
trast, although the training time for D2NeRF [18] and K-
Planes [2] is less than 6 hours, their performances are sig-
nificantly inferior on our challenging dataset, as evidenced
by Tab. 2 and Fig. 4 of the main paper.
Optimized State-Conditional Canonical Spaces from
Our HOSNeRF. Fig. 3 illustrates the state-conditional
canonical spaces learned by our HOSNeRF on the HOS-
NeRF dataset. As shown in the figure, our proposed state-
conditional dynamic human-object model can effectively
represent different human-object states, and can reconstruct
both the human bodies and objects with photorealistic de-
tails, enabling both 360° dynamic novel view synthesis and
novel object / human pose manipulations. In addition, our
complete HOSNeRF is able to render clean human-object
canonical spaces based on coarse human-object masks.
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