
Supplementary Material for “Low-Light Image Enhancement with Multi-stage
Residue Quantization and Brightness-aware Attention”

Yunlong Liu1,* Tao Huang1,* Weisheng Dong1,† Fangfang Wu1 Xin Li2 Guangming Shi1

1 Xidian University 2 University at Albany
liuyunlong@stu.xidian.edu.cn thuang 666@stu.xidian.edu.cn wsdong@mail.xidian.edu.cn

wufangfang@xidian.edu.cn xli48@albany.edu gmshi xidian@163.com

In this Supplementary Material, we provide details of the
spectral attention block (SAB) [1, 2]. In addition, more vi-
sual comparison results for different scenes are provided.

1. Spectral attention block
As shown in Figure 1 (a), the spectral attention block

(SAB) consists of two cascaded residual modules. Specifi-
cally, the two residual modules contain a layer norm layer,
a short-cut connection, and a spectral-wise multi-head self-
attention (S-MSA) or FFN layer, respectively. The FFN
layer consists of three linear projections.

Spectral-wise Multi-head Self-Attention Figure 1 (b)
demonstrates the S-MSA calculation process with a single
head, some details are omitted for brevity.

Given the embedded feature Xin ∈ RH×W×C as input,
Xin is first spatially flattened to tokens X ∈ RHW×C . Then
X is linearly mapped to the query Q ∈ RHW×C , the key
K ∈ RHW×C , and the value V ∈ RHW×C as follows:

Q = XWQ,K = XWK ,V = XWV , (1)

where WQ,WK ,WV ∈ RC×C are trainable parameters.
Following that, Q, K and V are split into N heads along the
spectral dimension, respectively:

[Q1,Q2, ...,QN ] = Q,

[K1,K2, ...,KN ] = K,

[V1,V2, ...,VN ] = V.

(2)

S-MSA treats each channel as a token and computes self-
attention for head j as follows:

Aj = Softmax(σjKT
j Vj), (3)

headj = VjAj , (4)

where σj ∈ R1 is a trainable parameter to adapt self-
attention Aj . After that, all outputs of N heads are concate-
nated and fed into a linear projection layer and a position
embedding (PE) layer as

S-MSA(X) = ConcatNj=1(headj) · W + PE(X) (5)

where W is a trainable matrix and PE(·) denotes a stack of
two convolution layers.

2. More visual comparison results
Note that the input images shown in Figures 1, 2, and

5-8 of the main text are actually grayscale versions of the
low-light images. At first, we provide the color version of
the low-light inputs as shown in Figures ??-??. Further-
more, we provide more visual comparison results of differ-
ent scenes on the LOLv1 [3], LOLv2-Real [5], and LOLv2-
Synthetic [5] dataset, as shown in Figures 2-4 for further
demonstration of the superiority of our proposed methods.

MIR-Net [6] tends to produce noise and blurred artifacts,
as shown in Figure 2 and 3 and a different color tone from
the ground truth in Figure 4. DCC-Net [7] shows color in-
consistency and blurred artifacts as shown in Figure 2 (mid-
dle) and (bottom), respectively. SNR [4] produces blurred
artifacts when faced with complex details, as shown in Fig-
ure 2 and 3, and the color tends to be different from the
ground truth as shown in Figure 3 and 4. Compared to the
above methods, our proposed method reconstructs higher
visual quality with better color tone and more image details
and textures.



Figure 1: (a) Structure of spectral attention block (SAB), where S-MSA and FFN denote Spectral-wise Multi-head Self-
Attention and Feed Forward Network, respectively. (b) The calculation process of Spectral-wise Multi-head Self-Attention.

Figure 2: More visual quality comparisons of different low-light image enhancement methods on the LOLv1 dataset.



Figure 3: More visual quality comparisons of different low-light image enhancement methods on the LOLv2-Real dataset.



Figure 4: More visual quality comparisons of different low-light image enhancement methods on the LOLv2-Synthetic
dataset.
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