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A. Implementation Details

Table 1 includes the hyperparameters of our models dur-
ing Lexicon-Bottlenecked Pre-Training and Momentum Lex-
icon Contrastive Pre-Training. All training experiments are
conducted on 8 V100 GPUs.

Dense. This baseline model utilizes dense CLS repre-
sentations to represent images/texts, and undergoes a pre-
training process similar to our LexLIP. Notably, the key
distinction between the two models lies in the first bottle-
necked pre-training phase, whereby the lexicon-bottlenecked
module is omitted. The dense CLS representations are direct
input into the masking-style text decoders.

CLIP. It is one of the most well-known SOTA dual-stream
retrievers [3], which has achieved notable success. However,
we recognize that the pre-training process for this model is
resource-intensive, requiring the use of over 400M image-
text pairs and 256-512 V100 GPUs, rendering it infeasible
for our current study. To address this challenge, we have
chosen to re-implement this model utilizing the same-scale
pre-training data as our LexLIP. Additionally, to circumvent
the need for a significant number of GPUs, we have adopted
the momentum contrastive pre-training [1]. These enable us
to leverage similar pre-training procedures with relatively
fewer resources.

A.1. Small-Scale Retrieval

In this part, our LexLIP and Dense models are pre-trained
with 4.3M and 14.3M image-text pairs. Our re-implemented
CLIP is pre-trained with 4.3M pairs. Table 2 includes the hy-
perparameters of our models during fine-tuning (MSCOCO
and Flickr30k). After fine-tuning, the checkpoints which
have the best performance on the development set are evalu-
ated on the test set.
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A.2. Large-Scale Retrieval

In this part, our LexLIP, Dense model, and re-
implemented CLIP are pre-trained with 4.2M image-text
pairs. Notably, the training set of Flickr30k was excluded,
resulting in 0.1M fewer pairs. We evaluate the zero-shot
retrieval performance of these models on our Large-Scale
Flickr30k test set without any additional fine-tuning. For our
LexLIP model, we employ the approach outlined in Section
3.4 to convert all samples into high-dimensional sparse rep-
resentations, subsequently transforming them into lexicons
and frequencies (weights). We conduct the retrieval utiliz-
ing the term-based retrieval system Anserini [5]. Similarly,
for the BM25 [4] baseline, retrieval is also conducted using
Anserini. For the dense retrieval, we first convert all samples
into dense vectors and subsequently conduct retrieval using
the dense-vector retrieval system Faiss [2].

B. More Lexicon-Weighting Examples
In Figure 1, we introduce more Lexicon-Weighting ex-

amples of images and their corresponding captions. We
can find that the major features of the images and texts are
successfully captured by the lexicons.
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Figure 1: Visualizing the lexicons cloud of more images and their corresponding captions in the Flickr30k test set.
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Hyperparameters LexLIP Dense CLIP
Lexicon-Bottlenecked Pre-Training
Epochs 20 20 -
Batch Size 800 800 -
τ 0.05 0.05 -
λ 0.002 0.002 -
LR 5e-5 5e-5 -
LR Decay Linear Linear -
Warmup Steps 10% 10% -
Max Text Length 40 40 -
Weight Decay 0.01 0.01 -
Dropout Rate 0.1 0.1 -
Gradient Clip 1.0 1.0 -
Encoder Mask Rate 30% 30% -
Decoder Mask Rate 50% 50% -
Image Size 224 224 -
Patch Size 16 16 -
Momentum Lexicon Contrastive Pre-Training
Epochs 10 10 30
Batch Size 2880 2880 2880
Queue Size 11520 11520 11520
τ 0.05 0.05 0.05
λ 0.002 0.002 0.002
m 0.99 0.99 0.99
LR 5e-5 5e-5 5e-5
LR Decay Linear Linear Linear
Warmup Steps 10% 10% 10%
Max Text Length 40 40 40
Weight Decay 0.01 0.01 0.01
Dropout Rate 0.1 0.1 0.1
Gradient Clip 1.0 1.0 1.0
Image Size 224 224 224
Patch Size 16 16 16

Table 1: The hyperparameters of our models during pre-
training.

Hyperparameters Our Models
Fine-Tuning
Epochs 10
Batch Size 1536
Queue Size 11520
τ 0.05
λ 0.002
m 0.99
LR 5e-5
LR Decay Linear
Warmup Steps 10%
Max Text Length 40
Weight Decay 0.01
Dropout Rate 0.1
Gradient Clip 1.0
Image Size 384
Patch Size 16

Table 2: The hyperparameters of our models during fine-
tuning.


