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1. More Experimental results

1.1. Additional Quantitative Result

Table. 1 further compares our ESL with other available
state-of-the-art methods based on ResNet-50 [3] backbone.
As can be observed, our ESL also achieves the best per-
formance under all partition protocols on both PASCAL
VOC [2] and Cityscapes [1]. Besides, our ESL achieves
consistent performance gains with ResNet-50 and ResNet-
101, demonstrating its effectiveness to the different back-
bones.

Considering the seemingly saturated performance on the
Pascal and Cityscapes, it is practical to evaluate on the more
challenging dataset. Therefore, in Table. 2, we further list
the comparison results on the COCO [5] dataset, which is
a large-scale dataset for semantic segmentation, containing
118k training images and 5k validation images. As seen,
our ESL significantly surpasses all available methods.

1.2. Hyperparameter Analysis of λ1 and λ2

Table. 3 summarizes the influence of hyperparameter λ1

and λ2, which controls the weight of LSCE and LCTR, re-
spectively. As can be seen, the model is not sensitive to the
coefficients, and achieves the best performance at λ1 = 0.2,
λ2 = 0.1.

1.3. Additional Qualitative Result

Fig. 1 provides more part grouping results under full par-
tition protocol training set on classic Pascal VOC [2] and
1/2 partition protocol training set on Cityscapes [1]. As
shown in the figure, for some structured categories like per-
son, the class region can be grouped into several meaningful
parts, e.g., person-head, person-body, person-leg and etc.
As for other less-structured categories like tvmontior, the di-
vision process is mainly based on spatial location. Thanks

*Corresponding author

Method 1/16 (92) 1/8 (183) 1/4 (366) 1/2 (732) Full (1464)

Sup Baseline 44.03 52.26 61.65 66.72 71.43

PseudoSeg [12] 54.89 61.88 64.85 70.42 71.00
PC2Seg [11] 56.90 64.63 67.61 70.90 72.26

ESL 61.74 69.50 72.63 74.69 77.11
(a) mIoU on classic Pascal VOC

Method 1/16 (662) 1/8 (1323) 1/4 (2646) 1/2 (5291)

Sup Baseline 63.72 68.49 72.46 75.14

MT [8] 66.77 70.78 73.22 75.41
CCT[7] 65.22 70.87 73.43 74.75
GCT [4] 64.05 70.47 73.45 75.20
ST++ [10] 72.60 74.40 75.40 -
PSMT [6] 72.83 75.70 76.43 77.88

ESL 73.41 75.86 76.80 78.02
(b) mIoU on blender Pascal VOC

Method 1/16 (186) 1/8 (372) 1/4 (744) 1/2 (1488)

Sup Baseline 63.34 68.73 74.14 76.62

MT [8] 66.14 72.03 74.47 77.43
CCT [7] 66.35 72.46 75.68 76.78
GCT [4] 65.81 71.33 75.30 77.09
PSMT [6] - 75.76 76.92 77.64

ESL 71.07 76.25 77.58 78.92
(c) mIoU on Cityscapes

Table 1. Comparison with existing methods on classic (a) and
blender (b) PASCAL VOC and Cityscapes (c) validation set based
on ResNet-50 backbone under various partition protocols. In
(a)(b)(c), “Sup Baseline” represents supervised training without
unlabeled data, and “-” means the corresponding method doesn’t
report the result. The best values are marked in bold.

to the designed unsupervised object-part grouping mecha-
nism, we can conduct more faithful pixel-to-part contrastive
learning.

Fig. 2 shows more comparison results on both Pascal
VOC [2] and Cityscapes [1]. Benefiting from our dy-
namic soft label and pixel-to-part contrastive learning, the
ESL can handle more complex scenarios and generally pro-
vides more accurate segmentation results than state-of-the-
art methods U2PL [9] and PSMT [6].



Method Backbone 1/128 (925) 1/64 (1849) 1/32 (3697)

Sup Baseline Xception-65 33.60 37.80 42.24

PseudoSeg [12] Xception-65 39.11 41.75 43.64
PC2Seg [11] Xception-65 40.12 43.67 46.05

ESL Xception-65 44.37 47.14 49.25
Table 2. The comparison results on the COCO dataset. The best
values are marked in bold.

λ1 0.01 0.05 0.1 0.2 0.5
mIoU 81.37 81.42 81.50 81.77 81.46

λ2 0.01 0.05 0.1 0.2 0.5
mIoU 81.44 81.52 81.77 81.34 81.18

Table 3. Ablation Study on λ1 and λ2 under full partition protocol
on classic Pascal VOC [2].

2. Limitation and Future Work

Although the method proposed in this paper shows very
superior performance, for the sake of simplicity, we uni-
formly preset the number of prototypes of each category to
a fixed value in the pixel-to-subregion comparative learning
module. Since objects of different categories have diverse
structures, they are suitable for different parsing and seg-
mentation. We believe that incorporating category-adaptive
cluster number can further improve the performance of the
model and obtain a more reasonable presentation of the in-
ternal results of the model.
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Figure 2. Qualitative results of U2PL [9], PSMT [6] and our ESL. Top: Pascal VOC [2]. Bottom: Cityscapes [1].
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