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Abstract

In this supplementary material, we provide additional details to our paper Encyclopedic-VQA. We evaluate more thor-
oughly the correctness of the dataset (Sec. 1), the BEM evaluation metric (Sec. 2), CLIP [12] for retrieval (Sec. 3), we provide
some more qualitative results (Sec. 4), more extensive dataset statistics (Sec. 5), and finally we provide the specific prompts
that were used for large language (PaLM) and vision+language (PaLI) models (Sec. 6).

1. Correctness of our dataset
We rely on iNat21 and GLDv2 to have clearly identifiable categories on the test images of our dataset, and to obtain

their ground-truth labels. Furthermore, we only use categories which unambiguously map to Wikipedia articles by explicitly
seeking for one-to-one mappings (see Sec.4.1 in the main paper). The main remaining possible source of error is whether
a question can be answered given the corresponding Wikipedia article, and whether the recorded ground-truth answer is
indeed correct. Human annotators systematically validate these aspects for every single question+answer pair (see Sec.4.2
and Sec.4.3). Yet, we perform here an additional user study to get an numerical estimate of quality in this sense.

In this study, we randomly sample 100 questions from the test set. Then we ask six experts to each answer 50 questions
each, given the corresponding Wikipedia page as reference. These expert were not involved in the original data collection
process. This process results in three answers per question. If the majority of the 3 expert answers matches our collected
ground-truth according to BEM [5], we consider that question to be answerable given the Wikipedia page, and our ground-
truth to be correct. We find that this holds for most of our questions (86%).

To put this number in context, we also estimate the answerability of A-OKVQA [14] with respect to their evaluation
metric. A-OKVQA follows previous VQA datasets and provides 10 ground-truth answers per question. A predicted answer
is counted as correct if it matches with 3 ground-truth answers (exact string matching [4, 14], after normalization such as
removing punctuation and articles, converting numbers to digits, etc.). So we can consider a question is answerable if there
are at least 3 equivalent answers out of the 10. We find that 86% of the A-OKVQA questions are answerable.

To conclude, this user study demonstrates that our Encyclopedic-VQA dataset is of very high quality.

2. Quality of BEM [5] evaluation measure
We want to understand how well the BERT Matching (BEM) [5] evaluation measure mirrors human judgments. To do so

we build on the user study above and ask an expert human to judge whether each answer from the user study matches the
collected ground-truth answer or not. The judge has access to both the question Q and the corresponding Wikipedia page.
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We find that the BEM judgements equal human judgements in the vast majority of the cases (96%). BEM is a stricter judge in
3% of the cases, the human in 1%. This demonstrates that BEM correlates very highly with human judgement of correctness
of an answer, confirming what reported in [5] for other datasets.
Exact Match. Many VQA datasets perform exact string matching for their evaluation [4, 8, 11, 14]. Because it is a strict
evaluation measure and because their questions are more open-ended (they are not supported by a controlled knowledge
base, Sec. 4 of the main paper), those datasets collect 10 ground-truth answers per question, to cover some of the variability
in answer formulation. This then enables a more relaxed evaluation, as the model answer need only match some of the
10 ground-truth ones (three matches for a perfect answer). Nevertheless, it is instructive to verify whether exact matching
would work on our dataset, where we have a single ground-truth answer. We start from the publicly available exact matching
implementation of [9] and include additional relaxations for number comparisons (e.g. numbers over 100 - usually years -
may be off by one, ranges are correct if they partially overlap, etc). We find that exact match judgements are equivalent to
human judgements only in 68% of the cases. Where they differ, exact match is always overly strict, rejecting answers that a
human would judge as correct. This demonstrates that exact matching does not work well for our dataset, and justifies our
choice of BEM as the evaluation measure to check whether predicted model answers match ground-truth ones in Sec. 5 of
the main paper.

3. CLIP retrieval in existing retrieval-augmented VQA systems [9, 10]
KAT [9] and REVIVE [10] are two retrieval-augmented VQA systems which use frozen CLIP [12] embeddings to perform

retrieval. More specifically, they first encode their text-only knowledge base (extracted from Wikidata) using the language
tower of CLIP. At test time, given a VQA question, they encode its image I with CLIP and then compare its embedding
to the knowledge base embeddings to retrieve the most similar entries. The top few most similar entries are then passed
on to a T5 model [13] which is trained to produce the final answer. Note how correct retrieval is crucial to perform well
on Encyclopedic-VQA, as the retrived knowledge base entries should contain the answer for the overall system to succeed.
Hence, we now test the CLIP-based retrieval component of KAT [9] and REVIVE [10] in isolation, to estimate whether they
would be able to succeed on Encyclopedic-VQA.

We represent Wikipedia articles as the CLIP embedding of their title and description strings concatenated. At test time,
given a VQA question, we use CLIP to embed the image I to form the query for retrieval, proceeding as in [9, 10]. Results in
Tab. 1 demonstrate that recall is low: the correct Wikipedia article corresponding to the subject of the question is retrieved in
the first position only 3.3% of the time. Even within the top-20 results, retrieval accuracy is still only at 16.5%. This suggest
that KAT/REVIVE would not work well on our dataset.
Lens retrieval. In Sec. 5.3 (of the main paper) we use Google Lens to identify the subject C of a VQA question in our
datatset, i.e. a iNat21 or GLDv2 category, which works well (Tab. 1). Lens is an image-based system which indexes billions
of images on the web and retrieves relevant ones based on their visual similarity. Hence, it has a greater chance to find
a web image resembling a VQA test image, than when restricting the search only to Wikipedia. Attached to the image is
often various meta-data which enables to determine the name of the subject category (which we then use to find the right
Wikipedia page). Recognizing landmarks and species from the natural world are typical use-cases so we can expect Lens to
work well for recognizing the subjects C in our dataset. However, academic results on iNat21 [3] and GLDv2 [2] suggests
that specialized systems work very well on these datasets, suggesting that a good image-based classifier would make a viable
substitute for Lens.

Generally, the core points of our paper are that (1) Encyclopedic-VQA poses a hard challenge for large LLMs and VLMs,
and (2) solving it requires augmenting the LLM/VLM with a retrieval component to access a knowledge base. The exact
choice of retrieval component is flexible and likely subject to further exploration.

Recall

Method @1 @5 @10 @20

CLIP [12] 3.3% 7.7% 12.1% 16.5%
Lens [1] 47.4% 62.5% 64.7% 65.2%

Table 1: Recall results for CLIP and Lens. We report the recall in retrieving the right KB article within the top-K documents.



What was this church fitted with 
in 1914?

In what month of 1944 was this 
church destroyed?

In which direction from the 
german-czech border is this 

mountain located?

What is Mary handling 
St.Dominic in the facade of this 

building?

Qualitative results: PaLI
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Figure 1: PaLI qualitative results. We present 4 multi-modal questions and the answers produced with different experimental setups,
using the PaLI model: without retrieval (“No Retrieval”), Lens-based retrieval of KB section (“Lens Section”), Oracle retrieval of KB
section (“Oracle Section”). Additionally, we provide the ground-truth answer in the last row. We show cases where each of the setups can
produce the correct answer, as well as an example where all methods fail (the right-most one).

Number of Q+A pairs Number of Categories % Unique C Total (I, Q, A) triplets

Train Val Test Train Val Test Val Test Train Val Test

iN
at

21

Templated 8,133 200 500 1,983 114 300 26% 21% 40,665 1,000 500
Automatic 96,317 1,000 1,500 4,061 343 562 5% 6% 481,585 5,000 1,500

Multi Answer 11,262 200 500 3,585 118 318 31% 22% 56,310 1,000 500
Two Hop 10,819 200 500 2,499 131 359 11% 6% 54,095 1,000 500

G
L

D
v2

Templated 5,795 200 500 1,808 135 268 27% 28% 25,870 827 500
Automatic 57,124 750 1,250 1,965 138 208 9% 9% 255,529 3,025 1,250

Multi Answer 12,667 200 500 6,449 151 339 45% 56% 56,426 844 500
Two Hop 10,221 200 500 1,405 99 154 11% 11% 45,771 895 500

Total 212,338 2,950 5,750 16,249 1,071 2,152 14% 17% 1,016,251 13,591 5,750

Table 2: Dataset Statistics. We report the number of question, answer, categories and triplets for both supporting datasets and different
question types. In total our dataset contains 1M VQA triplets, making it the largest of its kind.

4. Qualitative results
We present qualitative results for some of the methods we experimented with in Figures 1 and 2. These illustrate cases

where the different setups may work, and cases where all of them fail. For example, given a textual question What does this
reptile eat?, PaLM can reasonably guess an answer without any additional context: insects – since that’s what many reptiles
eat.

For more specific information, relating to more detailed properties (e.g., number of eggs a specific reptile lays, dates, how
big a specific fish may become), large models may still make reasonable guesses, but generally this leads to incorrect answers.
Augmenting large models with context from retrieved knowledge improves the accuracy in these cases substantially, leading
to precise answers that are attributable to the piece of knowledge that was retrieved.

Finally, we also see cases where the generated answer is incorrect, even if the correct piece of knowledge is retrieved. This
indicates that in some cases large models may still have difficulties using retrieved knowledge to generate accurate answers.
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Qualitative results: Flan-PaLM

insectsinsects 10-15

planktoninsects 3-6

musselsinsects 3-6

musselsinsects 3-6

Question

No
Retrieval

Lens 
Section

Oracle 
Section

Ground 
Truth

6 cm

13 cm

13 cm

25 cm

Figure 2: PaLM qualitative results. We present 4 multi-modal questions and the answers produced with different experimental setups,
using the PaLM model: without retrieval (“No Retrieval”), Lens-based retrieval of KB section (“Lens Section”), Oracle retrieval of KB
section (“Oracle Section”). Additionally, we provide the ground-truth answer in the last row. We show cases where each of the setups can
produce the correct answer, as well as an example where all methods fail (the right-most one).

5. Dataset Statistics
In Table 2 we provide a more detailed overview of the dataset statistics. For more details see Section 4 of the main paper.

6. Prompts for dataset creation
As discussed in Section 4 of the paper, we used a FLAN [7] version of the PaLM [6] model to (1) rephrase automatically

generated single-hop questions (both single-answer and multi-answer), and to (2) combine two single-hop questions into a
two-hop question. Generally, we found that the model tends to work better when fed with very specific (and sometimes
redundant) instructions, combined with chain-of-thought prompts [15] where possible. Additionally, we added difficult cases
as examples in the prompt, to guide the model’s behavior in more challenging situations.

6.1. Rephrasing automatically generated single-hop questions

We replaced the name of the category C in the question by its super category. This rephrasing process was run for all
automatically generated single-hop questions (single and multi-answer). For example, the question Where is the Église Saint-
Cannat located? was rephrased to Where is this church located? After several iterations, we decided to add three examples
in the prompt, using chain-of-thought reasoning with three steps. The model generally writes the three required steps in the
output, and we parse the rephrased question right after the third step written by the model. Sometimes, the model would
return an incorrectly rephrased question. We observe that the main failure case is when the model simply copies the input
question to the output. Thus, we filter out any rephrased question that is identical to the original question fed in its input. We
sampled 100 rephrased questions to manually assess the quality of the rephrasings, which we found to be correct in 90% of
the cases. The final prompt is given in Prompt 1, where “$C$” and “$Q$” are placeholders for the category C and the textual
(pre-rephrasing) question Q.

6.2. Chaining single-hop questions into two-hop questions

We created two-hop questions by chaining two single-hop questions, where the answer to the first single-hop question
serves as a bridge entity that makes a connection to the second single-hop question. For example, given the first single-hop
question (SQ1) What is the main competitor for food for this animal? with answer (SA1) Spotted hyena, and the second
single-hop question (SQ2) What is the population size of this animal? with answer (SA2) Between 27,000 and 47,000
individuals, we generated What is the population size of the main competitor for food of this animal? In this example, the



entity spotted hyena serves as a bridge between the two single-hop questions. Note that the answer to the two-hop question
is identical to the answer to the second single-hop question, Between 27,000 and 47,000 individuals.

After several iterations, we crafted a prompt with 4 examples of varying difficulty (Prompt 2). The output of the model is
taken as the chained two-hop question. Sometimes, though, the model would return an incorrect two-hop question. For this
reason, we designed a second prompt to validate the two-hop question provided as the initial output (Prompt 3). The model
is asked to answer the two-hop question using the two initial single-hop questions with answers as context. If the predicted
answer is identical to the answer of the second single-hop question, then the two-hop question is validated and kept in our
dataset; otherwise, it is discarded. Finally, we filter some common failure cases, such as when the model outputs the exact
first single-hop or second single-hop question as the chained two-hop question. We sampled 100 chained two-hop questions
to manually assess their quality, which we found to be correct in 88% of the cases. In the final prompts (Prompts 2-3)
“$SQ1$” / “$SA1$” are placeholders for the first single-hop question / answer, “$SQ2$” / “$SA2$” are placeholders for the
second single-hop question / answer, and “$Q$” is the placeholder for the generated two-hop question.

7. Prompts for evaluation
In Section 5 we analyze the performance of large models in our dataset. Similarly to the dataset creation process, we use

diverse prompts to adapt and improve the behavior of these models. In particular, we use prompts to incorporate retrieval
results and to identify relevant sections for articles retrieved with Lens.

7.1. Prompts for question answering

We use textual Prompts 4-7 to produce answers with large models. Note that we use the same prompts when using PaLI
or PaLM. However, we always use the question image I as an additional input to the model when using PaLI. Note that we
use $Q$ to refer to the textual part of a question, $C$ to denote the question subject C name, $Art$ to denote the full text of a
Wikipedia article and $S$ to denote a section of a Wikipedia article. We use the same retrieval prompts for Lens and Oracle
setups. However, for Lens experiments, we only include $Art$ or $S$ if available, as we might not retrieve entities with Lens
or find relevant sections with PaLM. When not available, we revert to using Prompt 4.

7.2. Prompt for relevant section identification

We use Prompt 8 to identify relevant sections in a Wikipedia article retrieved by Lens. To do so, we query PaLM for each
section $S$ in the Lens retrieved Wikipedia article for a question $Q$. Note that we use a few examples in the prompt to
condition PaLM to generate a yes/no answer. The answer produced by PaLM is converted into a string and matched to either
yes or no. When no match is found, we assume that section is not relevant to the question. If more than one section is
identified as relevant for a question, the input $S$ to Prompt 7 becomes the concatenation of all relevant sections.



Prompt 1: Rephrasing automatically-generated single hop question

In this task, please rephrase the question by replacing the entity name by the word "this",

followed by the type of the entity. See the examples below:

EXAMPLE 1:

entity name: eiffel tower

question: How tall is the eiffel tower?

step 1 (find type of entity): The eiffel tower is a type of: tower

step 2 (write the word "this" followed by the type obtained in "step 1"): this tower

step 3 (final rephrased question): How tall is this tower?

EXAMPLE 2:

entity name: salmon

question: Which country is the largest producer of salmon?

step 1 (find type of entity): The salmon is a type of: fish

step 2 (write the word "this" followed by the type obtained in "step 1"): this fish

step 3 (final rephrased question): Which country is the largest producer of this fish?

EXAMPLE 3:

entity name: Grand Beach Provincial Park

question: grand beach provincial park is located on the east side of what lake?

step 1 (find type of entity): The Grand Beach Provincial Park is a type of: park

step 2 (write the word "this" followed by the type obtained in "step 1"): this park

step 3 (final rephrased question): this park is located on the east side of what lake?

Note that the entity name should not be part of the rephrased question.

Please make sure to write out all 3 steps as in the examples above.

Based on the above examples, provide a rephrased question for the following case:

entity name: $C$

question: $Q$



Prompt 2: Chaining two single-hop questions into a two-hop question

EXAMPLE 1:

question 1: in which city is this building located?

answer 1: San Francisco

question 2: what is the average temperature in San Francisco?

answer 2: 15 Celsius

combined question: What is the average temperature in the city where this building is located?

EXAMPLE 2:

question 1: what is the predator of this animal?

answer 1: Lion

question 2: What is the weight of a lion on average?

answer 2: 190 kilograms

combined question: What is the average weight of the predator of this animal?

EXAMPLE 3:

question 1: In what country is this plant found?

answer 1: Australia

question 2: What does australia’s size give it a wide variety of?

answer 2: landscapes and climates

combined question: What does the size of the country where this plant is found give it a wide

variety of?

EXAMPLE 4:

question 1: What country is this plant the national flower of?

answer 1: South Africa

question 2: south africa is a member of the commonwealth of nations and what other

organization?

answer 2: the G20

combined question: The country that this plant is the national flower of is a member of the

commonwealth of nations and what other organization?

Based on the above 4 examples, provide a combined question for the following case, such that

the answer to the combined question is the same as the answer to question 2:

question 1: $SQ1$

answer 1: $SA1$

question 2: $SQ2$

answer 2: $SA2$

combined question:

Prompt 3: Validating two-hop question given the original single-hop questions

question 1: $SQ1$

answer 1: $SA1$

question 2: $SQ2$

answer 2: $SA2$

Based on the questions and answers above, please answer the following question: $Q$



Prompt 4: Question only evaluation

Question: $Q$

The answer is:

Prompt 5: Retrieval with entity name

Entity name: $C$

Question: $Q$

The answer is:

Prompt 6: Retrieval with KB Article

Context: $Art$

Question: $Q$

The answer is:

Prompt 7: Retrieval with KB Section

Context: $S$

Question: $Q$

The answer is:

Prompt 8: Lens retrieval to get KB Section

Can the answer to the question be found in the text?

Question: Is this fungus edible?

Text: This compound induces mammalian cells (specifically, the cell line HL60 to differentiate

into granulocyte- or macrophage-like cells. The fungus also contains the mycotoxin muscarine,

and the antifungal metabolite strobilurin D. Despite the presence of these toxins, some guides

list this fungus safe for human consumption.

The answer is: yes

Can the answer to the question be found in the text?

Question: In which season does this plant give flowers?

Text: This cactus has stems about 1/2-1 inch wide with 6-9 edges. Its flowers are white, up

to 30 centimetres in diameter with a scent redolent of vanilla. The flowers open after sundown,

closing and wasting after a few hours. By 9 am the next day they are gone.

The answer is: no

Can the answer to the question be found in the text?

Question: What is the habitat of this animal?

Text: X is native to Europe and North Africa through to Central Asia. It is introduced to the

United States and parts of South America. It widespread across the northeastern United States

and eastern Canada, and can be found outside, or more commonly inside houses. It is thought to

have been introduced into America from Europe by English colonists.

The answer is: yes

Can the answer to the question be found in the text?

Question: $Q$

Text: $S$

The answer is:
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