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Used datasets
DRIVE The widely used DRIVE dataset consists of 40 two-
dimensional retinal color fundus photographs and matching
annotations of the visible blood vessels [9]. We normalize
the images to an intensity range between 0 and 1 and crop
them to a size of 512×512 pixel. Then, we divide the dataset
into training, validation and testing splits with a ratio of 60%
to 20% to 20%.
VesSAP The VesSAP dataset contains 24 three-dimensional
light-sheet microscopy images of murine brains after tissue
clearing, staining, and labeling of the vascular network. It
has been made publicly available and has been extensively
described by Todorov et al. [10]. We split the 500× 500×
50 voxel large images into non-overlapping patches of size
50 × 50 × 50. We remove the patches that only contain
background. Finally, we split the remaining ones into a
training, validation and testing partition with a ratio of 80%
to 10% to 10%, while ensuring a subject-wise split.
Mandible The mandible dataset consists of 34 matched CT
and MR images of the lower head and neck. In all images
the mandible bone was outlined by a clinical expert. We
resample all images to a resolution of 0.25 × 0.25 × 0.25
cm3 and subsequently remove all smaller cavities of the
segmentation mask by alternatingly applying dilation and
erosion operations. For the benchmarking experiments of the
skeletonization algorithm we exclusively use the CT images
(cf. Section 4.1 of the main paper). For the multimodal
registration workflow that incorporates our skeletonization
module we use the matched image pairs (cf. Section 4.3 of
the main paper).

Neural network architecture and training
This work uses neural networks either for explicit skele-

tonization (cf. Section 4.1 of the main paper) or for vessel
segmentation (cf. Section 4.2 of the main paper). In the
first case networks are provided with a binary mask and
asked to provide the ground truth skeleton while being eval-
uated using the Dice loss. In the second case the neural net-
work is provided images from either the DRIVE or VesSAP

dataset and trained to output a blood vessel segmentation
map. Hereby, we use the topology-preserving clDice loss in
combination with various skeletonization algorithms [8].

The two neural-network-based skeletonization methods
are implemented according to the works and accompanying
public software code by Panichev et al. [6] and Nguyen [5],
respectively. In order to facilitate processing of volumetric
images we replace all two-dimensional operations, such as
convolutions, pooling and normalization network layers with
their three-dimensional equivalents.

The segmentation neural networks follow a basic U-Net
architecture with four downsampling and four upsampling
blocks with skip connections [7]. Each block consists of
two sequences of convolutional layer (either two- or three-
dimensional convolutions, kernel size: 3, same padding),
instance normalization layer and leaky-ReLU non-linearity
(slope: 0.01). Downsampling is achieved by using a stride
of 2 in the second convolutional layer of each block. At
each downsampling step, the number of feature maps is
also doubled and copied to the skip connection. Upsam-
pling is achieved via a transposed convolution with a kernel
size of 2 and stride of 2. After upsampling, the respective
skip connection is concatenated with the main feature map.
Network weights are optimized using the ADAM optimizer
with a learning rate of 10−4 [3]. In experiments using the
DRIVE dataset, networks are trained with a batch size of 2
for 1,000 epochs. We apply random shifts (±10%) and rota-
tions (±45◦) as data augmentation. For the VesSAP dataset,
networks are trained with a batch size of 16 for 200 epochs.
In each case, we pick the best performing network based
on the validation dataset before reporting the results on the
test dataset. All experiments are repeated three times using
different random seeds.

Additional qualitative skeletonization results

Figure 1 presents additional representative results of
applying the five skeletonization algorithms to the three
datasets (cf. Section 4.1 of the main paper).
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Figure 1. Additional results of applying the seven tested skeletonization algorithm to representative samples of three diverse datasets. Of the
six algorithms that are compatible with gradient-based optimization, only our two methods are able to extract a thin, topology-preserving
skeleton, similar to the one obtained using the non-differential baseline.

Experiments using the SkelNetOn dataset

The SkelNetOn dataset was published in the scope of the
Deep Learning for Geometric Shape Understanding work-
shop held in conjunction with the 2019 IEEE/CVF Con-
ference on Computer Vision and Pattern Recognition [2].
It consists of binary images depicting a range of stylized
objects and their corresponding skeletons. Compared to
the complex topologies of biological structures, the dataset
exclusively features closed two-dimensional surfaces.

We repeat the same benchmarking experiments as de-
scribed in Section 4.1 of the main paper using the SkelNe-
tOn dataset. At the time of our study the challenge’s public
leaderboard had been taken offline, so that we could not
use the official test split to benchmark our skeletonization
algorithms. Instead, we split the training dataset into a train-
ing, validation and testing partition. We observe the same
characteristic behavior of all skeletonization algorithms as in
the experiments with the other three datasets (see Figure 2).

Both morphological baseline algorithms introduce breaks
along the skeleton and in some cases omit large parts of the
medial axis. The neural-network-based solutions also alter
the topology of the object, whereas our skeletonization algo-
rithms result in a topologically correct, thin skeleton. This is
also reflected in the quantitative measurements reported in
Table 1.

Effect of Boltzmann temperature on learning
with the differentiable skeletonization module

The entropy of the stochastic discretization can be con-
trolled by varying either the scale of the noise β or the Boltz-
mann temperature τ (cf. Equation 11 of the main paper).
We have also conducted the simple experiment presented
in Figure 6 of the main paper while varying τ instead of
β. Hereby, an input tensor is initialized with random val-
ues and passed through our skeletonization module. Using
backpropagation, the tensor’s values are learned so that its
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Figure 2. Qualitative results of applying the seven tested skeletonization algorithm to representative samples of SkelNetOn dataset.

Table 1. Quantitative comparison of the topological accuracy of seven skeletonization algorithms on the SkelNetOn dataset.
Dataset Skeletonization algorithm # points β0 error β1 error β2 error Run time [ms]

SkelNetOn

Non-differentiable – Bertrand et al. [1] 355±206 0±0 0±0 - -
Morphological – Shit et al. [8] 158±150 40±30 0±1 - 23±2
Morphological – Viti et al. [11] 355±295 5±5 0±1 - 26±2
Neural network – Panichev et al. [6] 524±247 2±2 0±1 - 30±1
Neural network – Nguyen [5] 494±236 2±3 0±1 - 160±2
Ours – Euler characteristic 406±241 0±0 0±0 - 189±3
Ours – Boolean 406±241 0±0 0±0 - 948±5

ultimate output resembles that of the ground truth skeleton.
Analogously to our our results with varying noise scales (cf.
Figure 7 of the main paper), we find that both a too low and
too high Boltzmann temperature inhibit efficient learning
with our skeletonization module (see Figure 3). Empirically,
we find that it suffices to tune either the noise scale or Boltz-
mann temperature and proceed to tune β throughout all other
presented experiments.

Vessel segmentation in the DRIVE dataset

As described above and in Section 4.2 of the main pa-
per, we integrated our skeletonization modules with a neural
network that learns to segment blood vessels in either the Ves-
SAP or DRIVE dataset. The results on the two-dimensional
DRIVE dataset are shown in Table 2. Similar to the results
for the VesSAP dataset (see Table 2 of the main paper), we
find that using the clDice loss instead of a vanilla Dice loss
slightly improves the topological agreement between predic-
tion and ground truth as indicated by a lower error of the first
two Betti numbers (β2 indicating the difference in the num-
ber of cavities is always 0 in two dimensions). Moreover,
we find that using our skeletonization methods yield slightly
better results than using a morphological skeletonization al-
gorithm. Spatial accuracy, quantified by the Dice similarity
coefficient (DSC), is nearly identical in all cases.
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Figure 3. Effect of the Boltzmann temperature τ on the ability to
propagate a gradient through our skeletonization module. Both
very low entropy and very high entropy inhibit learning.
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