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1. More Implementation Details
1.1. Formulation of Diffusion Model

We provide a detailed review of the formulation of dif-
fusion models, following the notion of [7, 4, 11]. Starting
from a data distribution x0 ∼ q(x0), we define a forward
Markovian noising process q which produces data samples
x1, x2, ..., xT by gradually adding Gaussian noise at each
timestep t. In particular, the added noise is scheduled by the
variance βt ∈ (0, 1):

q(x1:T |x0) :=

T∏
t=1

q(xt|xt−1) (1)

q(xt|xt−1) := N (xt;
√
1− βtxt−1, βtI) (2)

As noted by Ho et al. [7], we can directly sample data xt

at an arbitrary timestep t without the need of applying q
repeatedly:

q(xt|x0) := N (xt;
√
ᾱtx0, (1− ᾱt)I) (3)

:=
√
ᾱtx0 + ϵ

√
1− ᾱt, ϵ ∈ N (0, I) (4)

where ᾱt :=
∏t

s=0 αs and αt := 1 − βt. Then, we could
use ᾱt instead of βt to define the noise schedule.

Based on Bayes’ theorem, it is found that the posterior
q(xt−1|xt,x0) is a Gaussian distribution as well:

q(xt−1|xt,x0) = N (xt−1; µ̃(xt, z0), β̃tI) (5)

where

µ̃t(xt,x0) :=

√
ᾱt−1βt
1− ᾱt

x0 +

√
αt(1− ᾱt−1)

1− ᾱt
xt (6)

and

β̃t :=
1− ᾱt−1

1− ᾱt
βt (7)

are mean and variance of this Gaussian distribution.
*This work was done during internship with Jiankang Deng.

We could get a sample from q(x0) by first sampling from
q(xT ) and running the reversing steps q(xt−1|xt) until x0.
Besides, the distribution of q(xT ) is nearly an isotropic
Gaussian distribution with a sufficiently large T and rea-
sonable schedule of βt (βt → 0), making it trivial to sample
xT ∼ N (0, I). Moreover, since calculating q(xt−1|xt) ex-
actly should depend on the entire data distribution, we could
approximate q(xt−1|xt) using a neural network, which is
optimized to predict a mean µθ and a diagonal covariance
matrix Σθ:

pθ(xt−1|xt) := N (xt−1;µθ(xt, t),Σθ(xt, t)) (8)

Instead of directly parameterizing µθ(xt, t), Ho et al. [7]
found that learning a network fθ(xt, t) to predict the ϵ or
x0 from 4 works the best. We hence choose predicting x0

in this work.

1.2. Detection Decoder

To help understand our detection decoder better, we pro-
vide more details below. There are two attention modules
in the decoder: (1) The proposed selective attention mod-
ule and (2) a cross-attention module. As shown in Fig. 1,
first we project the noisy queries as noisy action segments
both from current time step xt and previous denoised step
xt+1 (denoted as reference segment). We calculate the most
promising noisy query to be denoised using Eq. (6) and
Eq. (7) (in main paper). Additionally, the noisy query at
xt also predicts soft attention weights by a fully-connected
layer. With the soft-attention, the decoder samples the most
confident query features q̂i at each decoder layer for cross-
attention. Another input of the cross-attention in the de-
coder is the video encoder features (i.e. the condition). Fi-
nally the cross-attended noisy query features are passed
onto the FFN layers for estimating the noise for denoising.

1.3. Selective Conditioning Mechanism

Our DiffTAD denoiser (refer to Fig 1) houses a
transformer-decoder which solves the purpose of both de-
noising and cascading proposal refinement. The later is
done using a novel selective conditioning mechanism. Let
us restate how selective conditioning works: (a) Given an
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Figure 1. Illustration of detection decoder module in DiffTAD.

action proposal ψt ∈ RN×2 at timestep t and ψt+1 ∈ RN×2

the denoised proposals from previous time step, we project
them into continuous embedding using Eq (4), denoted as
xt/xt+1. (b) We further use a 1-D convolution to project
xt/xt+1 into query segments (as shown in Fig 1 in supple-
mentary). We then construct a similarity matrix A using
the cosine-similarity between the segments and use Eq (6)
to obtain the query set P̂sim having high similarity across
timesteps. (c) We then construct an IOU-based matrix B,
estimated by calculating the IOU overlap of the embedding
segments across the time steps using Eq (7), to obtain a
query-set denoted by P̂iou. (d) Finally, we obtain the se-
lective query-set by P̂sim/P̂iou which is then used to vote
the most-probable query for denoising.

1.4. Details on the Baseline Model

Since DiffTAD is the first generative TAD model, we
adapted DiffusionDet [3] as a baseline generative model for
fair comparison. Concretely, given a video, we first process
it with a I3D network and flatten to form 1-D features. We
then exert a feature pyramid network with several temporal
convolutions. Once noise is injected to the action proposals,
they are then used to crop the backbone features. Finally,
using a dynamic localization and action classification head,
we obtain the final output detection.

1.5. Label Assignment in DiffTAD

Similar to RTD-Net [13] the ground-truth instance set
ψ̂ = {ψ̂n = (t̂ns , t̂

n
e , ŷ

n)}Ng

n=1 is composed of Ng targets,
where t̂ns and t̂ne are the starting and ending temporal loca-
tions of ψ̂n and ŷn is the action label of the corresponding
proposal. Likewise, the prediction set of Np samples is de-
noted as Ψ = {ψ̂n = (tns , t

n
e , y

n)}Np

n=1. We assume Np is
larger than Ng and augment ψ̂ to the size of Np by padding
ϕ.

1.6. Details on the TAD Loss

Similar to DETR based TAD designs [13, 12, 10], we
have three heads for each noisy query and the set-prediction
[8] loss terms for each of them. The set-prediction loss re-
quires pairwise matching cost between the predictions and
ground truth instances, taking into account both the cate-
gory and proposal predictions. The matching cost is formu-
lated as:

C = λclsCcls + λl1Cl1 + λtiouCtiou + λcompCcomp (9)

where Ccls is the focal loss [9] between the prediction and
ground truth class labels. Besides, our action proposal loss
contains the common l1-loss Cl1 and temporal IoU (tIoU)
loss Ctiou [13]. We additionally have an action complete-
ness loss Ccomp – a variant of tIOU loss [13] that refines the
low confidence proposals. λcls, λl1, λtiou and λcomp ∈ R
are the weights of each component for balancing the multi-
ple losses. Following [13], we adopt λcls = 1.0, λl1 = 1.0,
λiou = 1.0 and λcomp = 1.0. We assign multiple pre-
dictions to each ground truth with the optimal transport ap-
proach [5, 6]. Specifically, for each ground-truth, we select
the top-k predictions with the least matching cost as its pos-
itive samples, and the others as negatives. Overall, DiffTAD
is optimized with a multi-task loss function:

L = λclsLcls + λl1Ll1 + λiouLiou + λcompLcomp (10)

The component of training loss is the same as the matching
cost, except that the loss is only performed on the matched
pairs.

2. More Model Ablation

Importance of positional encoding In this section, we
show the importance of temporal positional embedding in
the video encoder module. We experiment with removing
positional embedding at MLP encoder or directly adding it
into the encoder. We contend that the commonly used posi-
tional encoding, however, does not bring performance gain.
We postulate that the projection using convolutions as well
as the depthwise convolutions in the Transformer encoder
blocks already leak the location information, as reported
in [16]. The results in Table 1 show that the model per-
formance even decreases by 1.3% on avg mAP from using
temporal positional embedding in the encoder.

Table 1. Positional encoding (PE) with DiffTAD on THUMOS14.
Model 0.3 0.5 0.7 Avg

Ours w/ PE 72.7 70.1 56.2 66.7
Ours w/o PE 74.9 71.2 58.5 68.0

Query padding strategy As introduced in Section 3.3, we
need to pad additional proposals to the original ground truth



Figure 2. Statistical results over 5 independent training instances,
with each evaluated 10 times with different random seeds on THU-
MOS14 dataset. The numbers inside the figure are the mean val-
ues.

proposals so that each video has the same number of pro-
posal queries during training Ntrain and evaluation Neval.
We study different padding strategies, including (1) repeat-
ing original ground truth proposals projected as queries
evenly until the total number reaches pre-defined value
Ntrain; (2) Padding random queries in Gaussian distribu-
tion; (3) Padding random queries following uniform distri-
bution. As shown in Table 2, concatenating uniform ran-
dom query works the best for DiffTAD, which is different
to object detection [3] with Gaussian distributed padding
the best. We use the uniform padding strategy as default.

Table 2. Strategies of padding queries on THUMOS14.
Type 0.3 0.5 0.7 Avg

Repeat 70.2 67.8 54.1 63.7
Uniform 74.9 71.2 58.5 68.0
Gaussian 74.0 70.5 57.6 67.1

Random seed DiffTAD is given random action proposals
as input at the start of inference. One may ask whether
there is a large performance variance across different ran-
dom seeds. We evaluate the stability of DiffTAD by train-
ing five models independently with strictly the same con-
figurations except for random seed on THUMOS14 dataset.
Then, we evaluate each model instance with ten different
random seeds to measure the distribution of performance,
inspired by [3]. As shown in Figure 2, most evaluation re-
sults are distributed closely to 68.11 avg mAP. Besides, the
mean values are all above 67.7 avg mAP, with marginal per-
formance differences across different model instances. This
demonstrates that DiffTAD is robust to the random propos-
als, able to produce reliable performance.

Effect of video feature We evaluate the effect of video
features in DiffTAD. For this experiment, we considered
two video feature backbones namely R(2+1)D [15] and I3D

[2]. It is observed from Table 3 that in both cases DiffTAD
outperforms existing approaches consistently on THUMOS
dataset. This indicates that the advantage of our model is
video feature generic.

Table 3. Effect of video features with DiffTAD on THUMOS14.

Features mAP
0.3 0.5 0.7 Avg

I3D [2] 74.9 71.2 58.5 68.0
R(2+1)D [15] 67.4 62.8 48.5 55.9

Ablation on feature-fusion strategy For more extensive
evaluation, we further tested the middle fusion strat-
egy where both RGB and Flow features share the same
denoiser weights. Table 4 shows that the middle and late
fusion strategies perform similarly with the former having
less parameters. A plausible explanation is that with con-
ditional diffusion modeling, fusing RGB and flow features
(i.e., early fusion) makes an over-complex condition for the
model to leverage, leading to a more challenging optimiza-
tion problem.

Table 4. Ablation on fusion strategies on THUMOS dataset
Fusion Strategy mAP @0.5 Avg mAP

Early 71.8 66.0
Middle 75.8 67.9
Late 74.9 68.0

3. Applications
Our design can be easily extended for solving applica-

tions in a diverse range of fields, including object detection,
sound event detection (SED), and 3D action detection (3D-
TAD). In the realm of object detection, it can be extended by
simply changing the video encoder and TAD decoder with
image encoder and image decoder. Instead of denoising 1-
D object proposals , it denoises 2-D object bounding boxes.
In similar spirit, it can also be extended to the 3D variant
of TAD where the task is to localize the temporal actions
of 3D human motions. Since diffusion models [14] excel
at capturing intricate spatio-temporal dynamics inherent in
human actions, this is a possible extension of our work. Fi-
nally, as illustrated in the work of DiffSED[1], our DiffTAD
design can also be easily extended to detect sound event ac-
tivity from raw audio using denoising diffusion thus proving
the generality of our proposed model design.

4. Visualization
We visualize our sampling step of DiffTAD in Figure 3.

The model runs with N proposals. For better visualization,
we only draw 30 proposals in the video.
(a) Initial random proposals sampled from the Gaussian dis-
tribution are input into the detection detector.



Figure 3. Visualization of DiffTAD proposal denoising step during inference

(b) The detection decoder predicts the category scores and
proposal coordinates of the current step. In sub-figure (b),
the color brightness is proportional to the score value, where
the deep red is high score, and white is low score.
(c) DDIM estimates the proposals for the next step.
(d) Those proposals with lower scores than the threshold are
dropped.
(e) New random proposals sampled from the Gaussian dis-
tribution are concatenated to the remaining proposals. This
new set of proposals are input to the detection detector.
(f) After refining for a desired number of steps, the final
predictions can be obtained.
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